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Abstract� The paper revises and improves on a Dual Type Method �DTM� devel�
oped by A� Pr�ekopa �
���� in two ways� The �rst improvement allows us� in each
iteration� to perform the largest step toward the optimum� The second inprovement
consists of exploting the structure of the working basis� which has to be inverted in
each iteration of the DTM� and updating its inverse in product form� as it is usual
in case of the standard dual method�
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�� Introduction

���� A� Pr�ekopa developed the Dual Type Method 	DTM
 to solve a specially structured
linear programming problem 	see ��
� This method can be applied to solve Stochastic
Programming Problems� where the underlying problem is an LP and some of the right
hand side values are discrete random variables� the violations of the random constraints are
penalized by piecewise linear and convex functions added to the original objective function�
It can also be applied to solve special linear programming problems� e�g�� the constrained
minimum absolute deviation problem 	see ��
�

In this paper we present an Improved Dual Type Method 	IDTM
 for the solution of the
same kind of programming problems as in ��� The novelty here is that� in each iteration� the
largest possible increase is made toward the optimum value and the inverse of the working
basis is updated in the product form�

In each iteration of the standard Dual Method 	DM
 	see ��
 the inverse of the new basis
	obtained from the old one by a column�exchange
 is updated by the use of simple transfor�
mation formulas� In the DTM the inversion of the dual feasible basis �B reduces 	due to its
block�structure which arises from the use of the ��representation
 to the problem of inversion
of a smaller size matrix� called working basis� B which is taken from the intersection of the
�th block and �B� 	cf� 	���

� The transformation formulas to �nd the inverse of the new

working basis B� are� however� more complicated than those in the standard DM� because
B� arises from the old working basis B not just by a simple column�exchange� but by the
application of more complicated rules� This yields the invertion of the new working basis B�

in each iteration of the DTM� In the IDTM we exploit the structure of the new working basis
in such a way that we are able to update its inverse 	similarly as in the DM
 in product form
	cf�� e�g�� 	������
� 	�����
� 	�����

� We also give simple transformation formulas to compute
the basic solution and the dual vector corresponding to the new dual feasible basis �B��
The Algorithm for the IDTM is summarized in Section �� The implementation of the IDTM�
based on C�I� F�abi�an�s general optimization routine library called LINX� is described in
Section �� The code is underway for full implementation�
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�� Formulation of the Problem
The IDTM solves the problem

	���


minx fcTx�
Pr

i�� fi	yi
g
s�t� Ax � b

Tix � yi� i � �� � � � � r
x � �

where A � 	a�� � � � � an
 is an 	m� n
 � T is an 	r � n
 matrix� T�� � � � � Tr are the rows of T �
and the vectors x� b� y are of suitable sizes� The fi	�
 are piecewise linear and convex functions
de�ned in the intervals �zi�� ziki�� with breakpoints at zi� � zi� � � � � � ziki�� � i � �� � � � � r�
For each i � �� � � � � r we will only need the function values fi	zij
� j � �� � � � � ki � � � The
convexity of fi	�
 holds if and only if the second order divided di�erences of the sequence
fi	zij
� j � �� � � � � ki � �� i � �� � � � � r are positive�

Given a discrete function f with values fj � f	zj
� j � �� � � � � k�� � its �rst and second order
divided di�erences are de�ned by the formulas

	���

�zj� zj��� f  ��

fj���fj

zj���zj
� j � �� � � � � k�

�zj� zj��� zj��� f  ��
�zj���zj�� � f ���zj �zj�� � f �

zj���zj
� j � �� � � � � k � ��

Using the ��representation for the functions fi	�
� problem 	���
 can be reformulated as
follows�

	���


minx�� fcTx�
Pr

i��

Pki��
j�� fi	zij
�ijg

s�t� Ax � b
Tix � yiPki��

j�� zij�ij � yiPki��
j�� �ij � �

x � �� �ij � �� i � �� � � � � r � j � �� � � � � ki � � �

We assume that zi� � Tix � ziki�� 	i � �� � � � � r
 holds for any x that satis�es Ax � b� x � ��
If we introduce the notation fi	zij
 � cij� then 	���
 can be written in the following form�

	���


minx�� fcTx�
Pr

i��

Pki��
j�� cij�ijg

s�t� Ax � b

Tix�
Pki��

j�� zij�ij � �Pki��
j�� �ij � �

x � �� �ij � �� j � �� � � � � ki � �� i � �� � � � r�

The matrix of the equality constraints is subdivided into 	r � �
 blocks�

c� � � � cn c�� � � � c�k��� � � � cr� � � � crkr��
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	���


�
BBBBBBBBBBBB�

A
T� �z�� � � �� z�k���
���

� � �

Tr �zr� � � �� zrkr��

� � � � � �
���

� � �

� � � � � �

�
CCCCCCCCCCCCA

�th block �st block � � � rth block

In �� it is shown that an initial dual feasible basis for the problem 	���
 consists of those
vectors� which trace out a 	so�called
 working basis B � 	ai�� � � � � aim
 from A� the 	corre�
sponding to B
 matrix TB from T in the �th block� and the consecutive pairs of vectors in
the other blocks� the subscripts of the vectors in B are chosen in a special way 	which is
explained below
� whereas the subscripts of the consecutive vectors in the blocks �� � � � � r are
chosen arbitrarily� Thus

	���
 �B �

�
BBBBBBBBBBBB�

B
T�B �z�j� � z�j���
���

� � �

TrB �zrjr � zrjr��

� � �
���

� � �

� � �

�
CCCCCCCCCCCCA
�

where TiB � denotes the ith�row of TB � i � �� � � � � r� The concept of �working basis� was
�rst introduced by R� Wets in ��� During the later iterations the basis structure of �B may
change in such a way that the working basis B may have s 	� � s � r
 more columns
intersecting the matrix A� and s more rows from the matrix T � In this case there are exactly
	r� s
 blocks with a consecutive pair in each block� and s blocks with a single vector in each
block�

Let S be the set of those row subscripts of T corresponding to which only one �zij is in a
basic column� and Q �� f�� � � � � rgnS � Then� the working basis takes the following form�

	���
 B �

�
AB

TiB 	i � S


�
� where AB � 	ai�� � � � � aim� aim��� � � � � aim�s
 �

The dual vector corresponding to any basis �B for the problem 	���
 will be partitioned as
	yTB� v

T � wT 
� where yTB is an m� component vector and v�w are r�component vectors�

In the DTM the problem to update the inverse of the new dual feasible basis �B� in each step
reduces 	due to its special block�structure
 to the problem of inverting only a working basis
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B�� which is of much smaller size than the initial dual feasible basis �B� Unfortunately� the
transformation formulas for updating the inverse of the new working basis B� 	which are
usually used in simplex type methods
 cannot always be applied here in a straightforward
manner� because B� sometimes arises from the old working basis B not just by a simple
column exchange� but by the use of more complicated rules� such as�

��� extension of B by one additional column and one additional row� this happens when a
column from one of the last r blocks 	with two consecutive vectors in the basis
 leaves
the basis� and a nonbasic column from the �th�block enters the basis� 	cf� Case	i
�
Section �
�

��� exchange of one row in B accompanied by a proper change in the coe�cients of the
cost function� this happens when a column from a block with two vectors in it leaves
the basis� and a column from a block with just one vector in it enters the basis� 	cf�
Case	ii
� Section �
�

��� deletion of one column and one row from B� this happens when a column from the
�th�block leaves the basis and the entering column is from one of the last r blocks with
just one vector 	containing �ziji
 in a basis� 	cf� Case	iv
� Section �
�

Therefore� in the DTM� one has to invert the new working basis B� in each step� In the IDTM
we are able to construct in each step an auxiliary matrix 	with known inverse
 such that the
new working basis will be obtained from this auxiliary matrix by a simple column�exchange�
This allows us for updating in product form�

Before we start with the presentation of the IDTM� which is a straightforward extension of
the DTM� for the reader�s convenience we give now a short description of an iteration of the
DTM 	cf� ��� pp� �������
�

Step �� Construction of an initial dual feasible basis �B�
i�� For i � �� � � � � r choose ji satisfying � � ji � ki� Include the columns with the

subscripts 	i� ji
� 	i� ji � �
� i � �� � � � � r� from the last r blocks of 	���
 into the basis �B�

ii�� Determine vi and wi 	 i � �� � � � � r
 by the equations

	���

�zijivi � wi � ciji
�ziji��vi � wi � ciji��

�
i � �� � � � � r �

iii�� Solve the LP�

	���

minimize f

Pn
i��	ci � vT ti
xig

s�t� a�x� � � � �� anxn � b� xi � �� i � �� � � � � n�

where vT � 	v�� � � � � vr
 and t�� � � � � tr are the columns of the matrix T � Note that the
LP 	���
 can be solved by any method which provides us with a primal�dual feasible basis
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B � fak� k � IBg� where IB � fi�� � � � � img� e�g� by the interior point method of Lustig�
Marsten and Shanno� which is well suitable especially for problems of large sizes 	see ��
�
Include B into �B in such a way that �B consists now of those vectors� which trace out B
from A� TB from T in the �th�block� and the initially selected consecutive pairs in the other
blocks�

Step �� Calculation of the corresponding basic solution�
Determine the sets S�Q � then� determine the components of the corresponding basic solution
as follows

	����


xB �� B��b�� where bT� �� 	bT � 	ziji� i � S



�iji �
ziji���TiBxB

ziji���ziji

�iji�� �
TiBxB�ziji
ziji���ziji

� i � �� � � � � r�

Step �� Test for primal feasibility�
If xB � �� �iji � �� �iji�� � �� i � �� � � � � r� then STOP� The basis is primal feasible�
hence also optimal� Otherwise� choose any basic component which is negative and let the
corresponding vector leave the basis� Go to step ��

Step ��
Update all those nonbasic columns from 	���
 which may enter the basis� and compute the
corresponding reduced costs �cp� �ciji 	cf� step � in ��
�
	Note that to perform an iteration of the DTM one does not need to price all nonbasic
vectors in the last r blocks of the matrix of the equality constraints 	���
� but just those
which� when they enter� do not violate the special structure of the dual feasible basis� from
each of the last r blocks either one or two vectors are in the basis�


Step ��
Determine that vector which enters the basis by taking the minimum of the fractions of the
reduced costs and the corresponding entries of the leaving variable in the tableau 	cf�step �
in ��
� Go to Step ��

�

Remark ���

We brie�y show that �B constructed in Step � gives us a dual feasible basis for problem
	���
� The nonsingularity of �B is trivial� To show the dual feasibility of �B� let y be the dual
vector corresponding to the optimal basis B for problem 	���
� i�e� yB is any solution of the
equation

	����
 yTBB � cTB � vTTB�

where cB is that part of c which corresponds to B� The optimality creterion reads as follows�

yTBai � ci � vT ti� i � IB
yTBai � ci � vT ti� i �� IB�
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which implies�

	����
 vT ti � yTBai � ci� i � �� � � � � n�

Inequalities 	����
� equalities 	���
 and Lemma ��� in �� imply the dual feasibility of �B�

�

In the next section we explain in detail the construction of the auxiliary matrix 	which is used
in IDTM for updating of the working basis in product form
� give the respective updating
formulas and compute the increase in the value of the dual objective function during one
iteration used in our algorithm to perform the largest step toward the optimum�

�� Transformation Formulas
In this section� �rst we present simple transformation formulas to obtain the new data of
problem 	���
 from the old data� when passing from the old dual feasible basis �B to the new
one �B� by one of the following column exchanges�

�i� deleting the column of �zqjq 	�zqjq��
� q � Q� and including a column from the �th
block�

�ii� deleting the column of�zqjq 	�zqjq��
� q � Q� and including a column of�ziji�� 	�ziji��
�
i � S�

�iii� deleting a column of �zqjq 	�zqjq��
 and including a column of �zqjq�� 	�zqjq��
�
q � Q�

�iv� deleting a column from the �th block and including a column of �ziji�� 	�ziji��
 �
i � S�

�v� deleting a column from the �th block and including a nonbasic column from the same
block�

In what follows we frequently use the following

Lemma �	

Let A be the following 	m�m
 matrix�

A �

�
B� A�� � A��

ai����aij�� aij aij�� � � � aim
A�� � A��

�
CA �
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where aij �� �� � � i� j � m� and A��� A��� A��� A�� are 	i � �
	j � �
� 	i � �
	m � j
�
	m� i
	j � �
� 	m� i
	m� j
 matrices� respectively� Let B be the matrix obtained from
the matrix A by deleting the ith row and the jth column� Then� the inverse B�� is obtained
from the inverse A�� by deleting the jth row and the ith column�

�

Now� we consider all �ve cases separately�

���� Case �i�� deleting the column of �zqjq 	�zqjq��
� q � Q� and
including a nonbasic column from the �th block�

The 	old
 working basis B has the following form 	cf� 	���

�

	�����
 B �

�
AB

TSB

�
�

where TSB � fTiB� i � S
g� Let

	�����

IB � fi�� � � � � im� im��� � � � � im�sg
S � fh�� � � � � hsg� � � s � r�

If in the 	old
 dual feasible basis �B we exchange the column containing �zqjq 	 �zqjq��
� q �
Q� for that column from the �th block whose subscript is p 	that is the column intersecting
A at ap
� then we pass to the 	new
 working basis B�� It has the form�

	�����
 B� �

�
AB�

TS�B�

�
�

where

	�����
 IB� � IB
�
fpg� S� � S

�
fqg�

The new working basis B� arises from the old one in such a way that we extend it by an

additional column and row� where the subscripts of the columns f	aij
T � tTS�ij


T
j ij � IB�g and

those of the rows fThjBj hj � S�g admit increasing orders� For example� if the the additional
row and column are the last ones� the new working basis B� has the structure�

	�����
 B� �

�
B� AB ap

TSB tSp
TqB tqp

�
CA �

To perform one iteration of our algorithm we need to compute the inverse B��
� � given B���

This is easily done� provided that we are able to construct an auxiliary matrix  B 	with a
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known inverse
 such that the new working basis B� will be obtained from this auxiliary
matrix by a column�exchange� Then� the inverse of the new working basis is obtained from
the inverse of the specially constructed auxiliary matrix in product form� We distinguish the
following two cases�

case 	a
� the leaving vector is the column of �zqjq
case 	b
� the leaving vector is the column of �zqjq���

and introduce the notations

	�����


 zq �

	
zqjq��� in case 	a

zqjq � in case 	b


�zq �

	
zqjq�� � zqjq � in case 	a

zqjq � zqjq��� in case 	b


 �q �

	
�qjq � in case 	a


�qjq��� in case 	b
�

Now� we construct the auxiliary matrix  B� For that� we replace the new column 	aTp � t
T
S�p



T

in B� 	given by 	�����

 by a column in which all elements are �� except for  zq� the latter
being placed in the position of tqp� In the example 	�����
 the auxiliary matrix has the form�

	�����
  B �

�
B� AB �

TSB �
TqB �zq

�
CA �

Let us subdivide the set of subscripts IB into two parts Lp and Up as follows�

	�����

IB � Lp

S
Up� where

Lp �� fIBj ij � pg� Up �� fIBj ij � pg�

Then� we have
IB� � Lp

�
fpg

�
Up�

Let Ep
first� E

p
last be the matrices consisting of the 	m�s��
�component unit vectors with

subscripts in Lp and Up� respectively� and let us introduce the matrix

	�����
  F � 	Ep
first� d

	�

p � Ep

last
�

where the 	m�s��
�component vector d	�
p is placed in the position of the entering column�
It is computed as follows�

	������
 d	�
p �  B��

�
ap
tS�p

�
�

We have that

	������
 B� �  B  F�
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Thus� the auxiliary matrix we have been looking for is constructed� It follows that

	������
 B�
�� �  F��  B���

It remains to compute  F�� and  B��� Using Lemma �� we obtain that  B�� is obtained
from B�� if we extend it by one additional row and column� the additional row enters in
the position of p � IB�� and the additional column enters in the position of q � S� � the

additional row consists of the elements in 	�
TqBB

��

�zq

 and �

�zq
� the latter being placed in the

position of the additional column in  B��� the additional column has elements all equal to ��
with the exception of the new element �

�zq
� In our example 	�����
�  B�� has the form�

	������
  B�� �

�
� B�� �

�
TqBB

��

�zq
�
�zq

�
A �

Now� using 	������
� we can compute d	�
p � the resulting vector consists of the components of

the vector dp and one additional element tqp�TqBdp

�zq
� the latter being placed in the position of

p of the new row in  B���

	������
 d	�
p �

�
BB�

�dp
p

first
tqp�TqBdp

�zq

�dp
p

last

�
CCA 	 pth component� where dp � B��

�
ap
tSp

�
�

The vectors �dp
p

first
� �dp

p

last
are obtained from the 	m�s
�component vector dp if we subdivide

it into two parts� the �rst part contains those components of dp which have subscripts in Lp�
and the last part contains those elements which have subscripts in Up� Having computed the
	m� s� �
�component vector d	�
p � we can compute  F���

	������
  F�� �

�
�Ep

first

� dp�zq
tqp�TqBdp

�zq
tqp�TqBdp

Ep
last

�
A �

Finally� using 	������
� we compute the matrix B��
� which consists of the matrix �B�� given

below� extended by an additional row and column in the same manner as it was done to the
matrix  B��� The additonal row 	placed in the position of p in B��

� 
 consists of the elements

in the row �
TqBB

��

tqp�TqBdp
and of the element �

tqp�TqBdp
� the latter being placed in the position

of the additional column� The additional column 	placed in the position of q in B��
� 
 consists

of the elements in � dp

tqp�TqBdp
� except for the element �

tqp�TqBdp
� The matrix �B�� is computed

as follows�
�B�� � B�� �

TqBdp
tqp � TqBdp

B�� �

In case of example 	�����
 the inverse of the new working basis B� has the form�

	������
 B��
� �

�
� �B�� � dp

tqp�TqBdp

�
TqBB

��

tqp�TqBdp

�
tqp�TqBdp

�
A �
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Let  xB and xB� designate the solutions of the following systems of equations�

	������
  B xB � b��

	������
 B�xB� � b�� where b� ��

�
b

ziji 	i � S�


�
�

It is easy to see that the vector  xB in 	������
 consists of the components of the old basic
solution xB and one additonal component  �q which is placed in the position of p � IB� �

	������
  xB �

�
B� �xB

p

first

 �q
�xB

p

last

�
CA 	 pth component �

where �xB
p

first and �xB
p

last are obtained from the vector xB � if we subdivide it into two parts
corresponding to the subdivision of the subscript set IB � Lp

S
Up� Then� using 	 ������


and 	������
� we obtain that

	������
 xB� � B��
� b� �  F��  B��b� �  F�� xB�

If we substitute 	������
 into 	������
� then we obtain

	������
 xB� �

�
BB�

�xB � x	�
q dp
p

first

x	�
q

�xB � x	�
q dp
p

last

�
CCA � where x	�
q ��  �q

�zq
tqp � TqBdp

�

Here  �q� �zq and dp are de�ned in 	�����
� and 	 ������
� respectively� xB is the old basic solution
which is de�ned in 	����
� and the subdivision of xB � x	�
q dp is again performed according
to the subdivision of the set IB into Lp and Up� As regards the new basic ��components�
we easily �nd that

	������



�
� �

	�

iji�� � �iji�� � x	�
q

tip�TiBdp

ziji���ziji

�
	�

iji

� � � �
	�

iji��

	i � Q�
�

where

	������
 Q� �� Qnq �

To de�ne the new dual vector yB� �� f yB�i j i � f�� � � � �mg
S
S� g we have to solve the

equation

	������

	yB�


T
B� � 	�cB�


T
� where

	�cB�

T �� cTB�

� 	v	�


T
TB�� v	�
 �� fv

	�

i j i � Q�g�
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and cB�� TB� are those parts of c and T� respectively� which correspond to the basic subscripts
of B�� Now� we have that

	������
 �cB� �

�
B� ��cB � vqT

T
qB

p

first

�cp � vqtqp
��cB � vqT

T
qB

p

last

�
CA 	 pth component�

where

	������
 �cB � cB �
X
h�Q

vhthB� �cp �� cp �
X
h�Q

vhthp�

Here vh� h � Q� are the components of the old dual vector v and �cB�vqT
T
qB is subdivided into

two parts corresponding to the subdivision of IB � Lp

S
Up� Let us introduce the following

notations�

	������


�cp �� �cTBdp � �cp�

Kqp �

	
�cp�	tqp � TqBdp
� in case 	a
�
�cp�	TqBdp � tqp
� in case 	b
�

Then� using the previously obtained inverse B��
� � we obtain from 	������
�

	������
 yB� �

�
BB�

�yB �Kqp	TqBB��

T

q

first

vq �Kqp

�yB �Kqp	TqBB��

T

q

last

�
CCA 	 qth component�

where the subdivision of the 	m�s
�component vector yB�Kqp	TqBB��

T

into two parts is
performed corresponding to the subdivision of the set of the subscripts �S �� f�� � � � �mg

S
S�

into Lq and Uq with respect to the position of the subscript q�

�S � Lq

S
Uq�

Lq �� fj � �Sjj � qg� Uq �� fj � �Sjj � qg�

The other dual variables fv
	�

i � w

	�

i � i � Q�g remain unchanged�

Finally� given the old value V � bT� yB�
P

i�Qwi
 we compute the new dual objective function
value V��

	������
 V� � bT� yB� �
X
i�Q�

w
	�

i �

where b� are given in 	������
� Using 	������
� we obtain

	������
 !V �� V� � V � Kqp	TqBxB �  zq
�

where  zq and Kqp are de�ned in 	�����
 and 	������
� respectively�

Summary of Case �i�	

Suppose a column of �zqjq 	�zqjq��
� q � Q� leaves the basis and a nonbasic column from
the �th block� the column of ap� enters the basis� Then�
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��� the components of the new primal solution� corresponding toB�� and the ��components
are given by 	������
 and 	������
� respectively�

��� the components of the new dual vector corresponding to B� are given by 	������
�
whereas all other components of the new dual vector remain unchanged�

��� the increase !V in the value of the dual objective function 	which is used in Section �
to determine the largest step toward the optimum
 is given by 	������
�

�

Remark �����	

In case of a minimization problem the dual method produces a nondecreasing sequence of
objective function values� Thus� 	������
 and 	������
 imply

	������

�cp

tqp � TqBdp
	TqBxB �  zq
 � ��

This has the following consequence�
in case 	a
 �qjq � �� and therefore 	using 	����



	������
 TqBxB � zqjq�� � ��

Furthermore� if the column of ap enters the basis and �cp � �� then we have to restrict
ourselves to the negative denominator in the expression 	������
� i�e�� the entering column of
ap should be chosen in such a way that

	������
 tqp � TqBdp � ��

in case 	b
 �qjq�� � �� and therefore 	using 	����



	������
 TqBxB � zqjq � � �

Then� using similar considerations as in case 	a
 we obtain that the entering column of ap
has to be chosen in such a way that

	������
 tqp � TqBdp � ��

�

Remark �����	

To perform the largest step toward the optimum we proceed in the following manner�
��� For each q � Q such that �qjq � � 	or �qjq�� � �
 determine a nonbasic subscript
p	q
 � f�� �� � � � � ngnIB at which the following minimum is attained

m	q
 �� min
tqp�TqBdp��

f
�cp�zq

tqp � TqBdp
j

�zq
tqp � TqBdp

� � g �
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where �zq is as in 	�����
 and dp� �cp are as in 	������
� 	������
�

��� Then� that pair of leaving and entering vectors which produces the largest increase in
the dual objective function value is given by the column of �z�q and the �pth column of the
�th block� where �p �� p	�q
� The subscript �q is determined as follows

	������

�q �� argmaxq�Qf	TqBxB �  zq
Kqp	q
g �

argmaxq�Qf
TqBxB�zq

�zq
m	q
 j TqBxB�zq

�zq
� � g�

where  zq is given in 	�����
�

Note� The considerations of Remarks ����� and ����� are used in Section � for the description
of Step � of our algorithm� According to Remark ������ the pair 	q� p
 has to satisfy the
inequalities 	������
� 	������
� if the column of zqjq is the leaving one� and 	������
� 	������
�
if the column of zqjq�� is the leaving one� Hence� in Steps ��� and ��� in Section �� the pair of
subscripts 	q� jq
 	or 	q� jq � �
 
 varies in Q	�
 	or Q	�

� Q	�
� Q	�
 
 Q
� and the nonbasic
subscript p varies in P 	�


q 	or P 	�

q 
 	cf� 	���
� 	���
 and 	���
� 	���
� respectively
�

�

���� Case �ii�� delete a column of �zqjq 	�zqjq��
� q � Q� and
include a column of �ziji�� 	�ziji��
� i � S�

In this case the new working basis B� is obtained from the old working basis B by deleting
the row TiB and including the row TqB� The new sets Q� and S� are obtained as follows�

	�����

Q� � 	Qnfqg


S
fig

S� � 	Snfig

S
fqg �

The new working basis B� has the form�

	�����
 B� �

�
AB

TS�B

�
�

First we compute the new primal and dual vectors corresponding to the working basis B��
We solve equations 	������
 and 	������
 with the new sets Q� and S�� We distinguish the
following two cases�

case 	a
� the entering vector is the column of �ziji��

case 	b
� the entering vector is the column of �ziji���
and introduce the notations

	�����


�zi �

	
ziji � ziji��� in case 	a

ziji � ziji��� in case 	b


 �
	�

i �

	
�
	�

iji
� in case 	a


�
	�

iji��� in case 	b


 ci �

	
ciji�� � ciji � in case 	a

ciji�� � ciji� in case 	b
�
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To compute the new basic solution we proceed similarly as we did in the previous section
and construct an auxiliary matrix  B� For that �rst we introduce an intermediate matrix  B��
supplementing B� by one additional column and row as follows�

	�����
  B� �

�
BBBB�

AB �

�TS�B
i

f irst
�

TiB �zi
�TS�B

i

last
�

�
CCCCA �

�
B� �B�

i

f irst �

TiB �zi
�B�

i

last
�

�
CA �

Here the subdivision of TS�B 	 B�� respectively
 into �TS�B
i

f irst and �TS�B
i

last 	�B�
i

f irst and

�B�
i

last
� respectively
 corresponds to the subdivision of the set of subscripts S� into the

disjoint sets Li and Ui with respect to the position i in S�
S
fig� Thus

	�����

S� � Li

S
Ui�

Li �� fj � S� j j � ig Ui �� fj � S� j j � ig�

and

�B�
i

f irst
��

�
AB

�TS�B
i

f irst

�
� �B�

i

last
�� �TS�B

i

last
�

Now� let  xB��  yB� be the solutions of the equations

	�����
  B� xB� �  b��  yB�
 B� �  cB��

where

	�����
  b� �

�
BBB�

b
zljl 	l � Li

ziji
zuju 	u � Ui


�
CCCA �

�
B� �b�

i

f irst

ziji
�b�

i

last

�
CA �  cB� � 	�cB � vqTqB �  ci 
 �

The vectors b�� �cB and  ci are given in 	������
� 	������
 and 	�����
� respectively� The vector
b� is subdivided in accordance with the subdivision of B�� Now� we easily see that

	�����
  xB� �

�
xB�

 �
	�

i

�
�  yB� �

�
BB�

�yB�
i

f irst

v
	�

i

�yB�
i

last

�
CCA �

where the subdivision of the vector yB� follows the subdivision rule of b� and B�� Thus�
to obtain the new primal and dual vectors corresponding to B�� we need to compute  B��

� �
Similarly as in Section ���� we obtain  B��

� in product form� provided that we are able to
construct an auxiliary matrix  B 	with a known inverse
 which is obtained from  B� by a
simple column exchange� We observe that

	�����
  B� �  B  F �
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where  B is obtained from the old working basis B� if we supplement it by one additional
row and column as follows�

	������
  B �

�
BBB�

AB �
�TSB

q

first
�

TqB �zq
�TSB

q

last
�

�
CCCA �

�
B� �Bq

first
�

TqB �zq
�Bq

last
�

�
CA �

and

	������
  F �

�
E	m�s
 di

� �
TqBdi

�zq

�
� where di � B���zi �

The value of �zq is de�ned in 	�����
� and the 	m� s
�component vector �zi is obtained from
the 	m�s��
�component last column of  B�� if we delete that component which corresponds
to the row TqB� this component is equal to �� The subdivision of TSB 	B
 into �TSB

q

first

and �TSB
q

last 	�Bqfirst and �Bqlast
 is performed corresponding to the subdivision of S with
respect to the position of q 	q �� S
� Thus

	������

S � Lq

S
Uq � where

Lq �� fj � S j j � qg� Uq �� fj � S j j � qg �

Now� proceeding in a similar way as we did in Section ��� and using 	������
� we obtain

	������
  xB� �

�
xB �  �	�
i di

 �
	�

i

�
�  �

	�

i �  �q

�zq
�TqBdi

�

where  �q and di are given in 	�����
 and 	������
� respectively� Furthermore� from 	������

we obtain that

	������
  yB� �

�
BB�

�yB �Kqi	TqBB��

T

q

first

vq �Kqi

�yB �Kqi	TqBB��

T

q

last

�
CCA �

where the subdivision of the vector yB �Kqi	TqBB��

T

follows the rule given in 	������
�
The number Kqi is computed as follows�

if the column of �zqjq�� 	�zqjq
 leaves the basis� then

	������

in case 	a
� Kqi �

�cBdi�ci
�ziTqBui

	� �cBdi�ci
�ziTqBui




in case 	b
� Kqi �
�cBdi�ci
�ziTqBui

	� �cBdi�ci
�ziTqBui


�

Here ui �� di��zi and �cB�  ci are de�ned in 	������
� 	�����
� respectively� Finally� the new
value of the dual objective function is�

	������
 V� � Kqi	TqB �  zq
 �
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where  zq is given in 	�����
� Now� using the 	intermediate
 solutions given in 	������
� 	������
�
we obtain the new primal basic solution and dual vector as follows�

	������


xB�k �  xB�k� k � IB

 �	�
i �


�
�

�qjq 	zqjq���zqjq 


�TqBdi
� if � zqjq leaves the basis

�qjq��	zqjq���zqjq 


TqBdi
� if � zqjq�� leaves the basis

	������

yB�l �  yB�l � l � f�� � � � �mg

S
S� 	l �� i


v
	�

i �  ci��zi � w

	�

i � ciji � zijiv

	�

i �

The other components of the new primal and dual vectors remain the same as in the previous
step�

Summary of Case �ii�	

Suppose a column of �zqjq	�zqjq��
� q � Q� leaves the basis and either 	a
 a column of
�ziji��� or 	b
 a column of �ziji��� i � S� enters the basis�
��� The new primal basic solution is computed as follows�

	������


xB�k �

	
xBk � �

	�

iji
dik� in case 	a


xBk � �
	�

iji��dik� in case 	b


k � IB�

�
	�

ljl

�
zljl���TlBxB�
zljl���zljl

� �
	�

ljl�� � �� �

	�

ljl
� l � Q�nfig�

where dik are the components of the vector di given in 	������
�

	������

�
	�

iji

�

	
 �
	�

i � in case 	a


� �  �	�
i � in case 	b


�
	�

iji�� � � � �

	�

iji
�

and  �
	�

i is given in 	������
�

��� The new dual vector corresponding to the working basis B� is computed as follows

yTB�l
� yTBl �KqiTqBB

�� � l � f�� � � � �mg
�
S� �

where Kqi is given by 	������
� The components v
	�

i � w

	�

i are de�ned in 	������
 and the

other components of v	�
� w	�
 remain the same as in the previous step�

��� The increase !V in the value of the dual objective function is�

	������
 !V � Kqi	TqBxB �  zq
 �
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where  zq is given in 	�����
� 	������
 is used in Section � for the determination of the largest
increase in the objective function value�

Remark �����	

To perform the largest step toward the optimal value we proceed as follows�

��� For each q such that �qjq � � or �qjq�� � � let

�	i� j
	q
 � f	i� j
 j i � S� j � ji � �� � � ji � kig

denotes that nonbasic subscript at which the following minimum is attained�

m	q
 �� minfm�� m�g � where

m� � mini�S f
�ciji���zq
�ziTqBui

j �zq
�ziTqBui

� � g�

m� � mini�S f
�ciji���zq
�ziTqBui

j �zq
�ziTqBui

� � g�

Here ui �� di��zi� �ciji�� �� �cBdi �  ci and di� �zi are de�ned in 	������
� 	�����
� respectively�

��� The pair of leaving and entering vectors which produces the largest increase in the dual
objective function is given by the columns of �zqjq and �zij� where 	i� j
 �� �	i� j
	q
� and
the subscript q is determined by the equation�

	������
 q � argmax
t�Q

f
TtBxB �  zt

�zt
m	t
 j

TtBxB �  zt
�zt

� �g �

where �zt and  zt� t � Q� are de�ned in 	�����
�

�

The considerations of Remark ����� are used in Section � for the description of Step � of our
Algorithm� where the the expression for !V in 	������
 is used to determine the �optimal�
pair of the leaving and entering vectors 	cf� the last two lines in 	���
 and 	���
� or the last
two lines in 	���
 and 	���

�

���� Case �iii�� delete the column of �zqjq	�zqjq��
 and
include the column of �zqjq��	�zqjq��
� q � Q�

The column exchange in the qth block of the dual feasible basis �B changes only those
components of the primal basic solution� which correspond to the qth block� To obtain
the new primal basic solution we need only to compute the new values of f�	�
qjq

� �
	�

qjq��g�

the other basic components of f�	�
ij g� as well as the basic components in xB�� remain the
same� To obtain the new dual vector yB�� we need to compute only those components of
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fv
	�

i � w

	�

i � i � Q�g� which correspond to the qth block� while the other components of v	�


and w	�
 remain unchanged� Note that Q� � Q� Let us introduce the notations

	�����

Dr �� �zqjq� zqjq��� zqjq��� cq�	zqjq�� � zqjq

Dl �� �zqjq��� zqjq � zqjq��� cq�	zqjq�� � zqjq��
�

where q � Q and �zqjq � zqjq��� zqjq��� cq�� �zqjq��� zqjq � zqjq��� cq� denote the second order di�
vided di�erences of the sequence cqj� j � �� � � � � kq � �� 	cf� 	���

� We distinguish the
following two cases�

case 	a
� a column of �zqjq leaves the basis and a column of �zqjq�� enters the basis

case 	b
� a column of �zqjq�� leaves a basis and the column of �zqjq�� enters the basis�

Using 	����
 we can compute the new basic components f�
	�

qjq
� �

	�

qjq��g as follows�

	�����


�
	�

qjq�� �


�
�

�	zqjq���TqBxB


	zqjq���zqjq��

� in case 	a


	TqBxB�zqjq��


	zqjq�zqjq��

� in case 	b


�
	�

qjq

� �� �
	�

qjq���

All the other components of f�	�
ij g remain unchanged� From 	���
 we derive

vq � �
cqjq���cqjq

zqjq���zqjq
� ��zqjq� zqjq��� cq�

v	�
q �

	
��zqjq��� zqj���� cq�� in case 	a

��zqjq��� zqjq � cq�� in case 	b
�

Using the notations 	�����
 we obtain

	�����
 v	�
q �

	
vq �Dr� in case 	a

vq �Dl� in case 	b
�

Again� using the equations 	���
� we have�

wq � cqjq�� � zqjq��vq
w	�

q � cqjq�� � zqjq��v

	�

q �

If we subtract the second equation from the �rst one we obtain

	�����
 w	�

q �

	
wq �Drzqjq��� in case 	a

wq �Dlzqjq � in case 	b
�

All the other components of v	�
� w	�
 remain unchanged� Now� using 	����
 and 	�����
� the
new dual vector can be computed as follows�

	�����
 yTB�
�

	
yTB �DrTqBB

��� in case 	a

yB �DlTqBB

��� in case 	b
�
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Finally� for the new value of the dual objective function we obtain

	�����
 V� ��

	
V �Dr	zqjq�� � TqBxB
� in case 	a

V �Dl	TqBxB � zqjq 
� in case 	b
�

where
V � bTyB �

X
i�Q

wi�

If we use the expressions for the reduced costs 	cf� ��
�

�cqjq�� �� �Dl	zqjq � zqjq��

�cqjq�� �� �Dr	zqjq�� � zqjq��
�

then the new value of the dual objective function can be computed as follows�

	�����
 V� �


�
�

V � �cqjq��
zqjq���TqBxB

zqjq���zqjq��
� V � �cqjq���

	�

qjq��� in case 	a


V � �cqjq��
�	zqjq�TqBxB


zqjq�zqjq��
� V � �cqjq���

	�

qjq

� in case 	b
�

Summary of Case �iii�	

��� The components of the primal basic solution fxB�� �
	�

iji
� i � S� �	�
ljl

� l � Qg remain the

same in the next step� with the exception of the components �
	�

qjq
� �

	�

qjq

� which correspond to
the qth block and are given by 	�����
�

��� Those components of the dual vector yB� which correspond to the new working basis
B� are given by 	�����
� and those ones which correspond to qth block are given by 	�����
�
	�����
� All the other components remain the same�

��� The new value of the dual objective function V� is presented in 	�����
�

Remark �����	
In case 	a
� the qth�component of v decreases during the iteration� furthermore�

if zqjq�� � �� then wq decreases too� but if zqjq�� � �� then wq increases�
In case 	b
� the qth�components of v increases during the iteration� furthermore�

if zqjq � �� � then wq increases too� if zqjq � �� then wq decreases�

In fact� by the convexity of the discrete function ci� we have that Dr�Dl� given in 	�����
� are
positive� and this implies�

v	�
q � vq� in case 	a

v	�
q � vq� in case 	b
�

The assertion concerning wq can be proved similarly�

Note	 this above mentioned property of the components of the dual vector is helpful to
select the �optimal� initial pairs of the basic vectors in the last r blocks of the matrix 	���
�
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�

Remark �����	

To perform the largest step toward the optimal value we proceed similarly as in Remarks
����� and ������ The expression 	�����
 is used for the description of the Algorithm in Section
� to determine the �optimal� pair of the leaving and entering vectors� compare 	�����
 with
m�	q
�Ma in 	���
� 	���
� and m�	q
�Mb in 	���
� 	���
�

�

��	� Case �iv�� delete a column from the �th block and
include a column of �ziji��	�ziji��
 � i � S�

In this case we delete that column which intersect A at ap and include

case 	a
� the column of �ziji��� i � S

case 	b
� the column of �ziji��� i � S�

The new working basis B� has one column and one row less than the old working basis B�
and we have an additional block in �B� containing a consecutive pair of vectors� i�e��

	�����
 IB� � IBnfpg� S� � Snfig� Q� � Q
�
fig�

Similarly as we have done in Section ���� we construct an auxiliary matrix  B 	the inverse of
which can be computed in product form
� so that the inverse of B� can be derived from the
inverse of  B by simple operations� Let us introduce the following notations�

	�����


�zi �

	
ziji � ziji��� in case 	a

ziji � ziji��� in case 	b


 zTi � 	

m�	i��
z �� �
�� � � � � �� �zi�

	s�i
z �� �
�� � � � � �


�ci �

	
ciji�� � ciji� in case 	a

ciji�� � ciji� in case 	b
�

We construct the auxiliary matrix  B by replacing the column  zi 	given in 	�����

 for the

column 	aTp � t
T
lp 	l � S



T
in the old working basis B� The only non�zero element of  zi is

placed in the position of the element tip� i � S� The corresponding row TiB will leave B� since
the corresponding block i will contain a consecutive pair of vectors and� consequently� it does
not anymore belong to the �th block in the new dual feasible basis �B�� For example� if the
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column of ap and the row TiB are the last ones� our auxiliary matrix  B has the following
form�

	�����
  B �

�
B� �

TiB� �zi

�
�

It is easy to see that we obtain the new working basis B� from our auxiliary matrix  B by
simply deleting the ith row and the new column  zi� Then� using Lemma �� we obtain the
inverse of the new working basis B� by excluding the pth row and ith column from  B���
Now� let us compute  B��� For that we subdivide the set of the basic subscripts IB� given in
	�����
� as follows�

	�����
 IB � Lp

�
fpg

�
Up� Lp �� fij � IB j ij � pg� Up �� fij � IB j ij � pg�

Let Ep
first� E

p
last be the matrices consisting of the 	m�s
�component unit vectors with sub�

scripts in Lp� Up� respectively� and introduce the following matrix�

	�����
 F � 	Ep
first� d� E

p
last
�

The 	m�s
�component vector d is placed in the position p of the outgoing column in B� If
ui designates the ith column of B��� then we have the equation

	�����
 d � B�� zi � ui�zi�

It follows that
 B � BF�  B�� � F��B���

where

	�����
 F�� �

�
BBBBBBBBBB�
Ep
first

�ui��uip
�ui��uip

���
��	uip�zi


���
�uim�s�uip

Ep
last

�
CCCCCCCCCCA

and uik 	k � IB
 denotes the kth component of the vector ui�

Let  xB be the solution of  B xB � b�� where b� is de�ned in 	����
� Then we have that

	�����
  xB � F��B��b� � F��xB�

where xB is the old basic solution� Now� using 	�����
� we obtain

	�����

 xBk � xBk � 	uik�uip
xBp � for k � IB�

 xBp �
�

uip�zi
xBp �



Page �� RRR �����

where xBj �  xBj	j � IB
 denote the jth component of the corresponding vectors�

Now� we observe that the components of the primal basic solution corresponding to B� 	the
solution of the equation 	������

� as well as those components of the primal basic solution
which correspond to the last r blocks and are going to be changed during the present iteration�
can immediately be determined through the components of our auxiliary solution as follows�

	������


xB�k �  xBk� for all k � IB�

�
	�

iji�� �  xBp � �

	�

iji

� �� �
	�

iji��

	here � or � is chosen depending on the incoming vector 
�

The other components of the primal basic solution remain the same�

To obtain the new dual vector� we have to solve equation 	������
 with the new working basis
B� and corresponding IB�� S� and Q�� First we compute the 	auxiliary
 solution  yB� of the
following equation�

	������
  yTB  B �  cTB� where  cB �

�
B� ��cB

p

first

�ci
��cB

p

last


�
CA �

We obtain

	������
  yTB �  cTB  B�� �  cTBF
��B���

Now� using the expression for F�� given in 	�����
� we derive

	������
  yTB �

�
BB�

��cB
p

first

�cp �
�ci��cTBd

dp

��cB
p

last

�
CCA
T

B�� �

where the vector d is de�ned in 	�����
 and dp is the pth component of the vector d� Since
we have

yTB �

�
B� ��cB

p

first

�cp
��cB

p

last

�
CA
T

B�� �

it follows that

	������
  yTB � yTB �
�ci � �cTBd

dp
gp �

where gp denotes the pth row of B��� Now we can easily compute our new dual vector by the
use of  yB� Taking into account the shape of the matrix  B��� and using 	������
� we obtain
that

	������


yB�k �  yBk � �ci gpk � for all k � f�� � � � �mg
S
S� 	k �� i


v
	�

i �  yBi

w
	�

i � ciji � zijiv

	�

i �
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where  gpk is the kth element of the pth row of  B��� and �ci is given in 	�����
� Using 	�����
�
we can compute the components of the pth row of  B�� �

	������
  gpk � gpk�	uip�zi
� for all k � f�� � � � �mg
�
S� 	k �� i
�

The increase of the value of the dual objective function value is�

	������

!V �� V� � V � 	bT� yB� � zijiv

	�

i 
� bT� yB �

� b�	 yB � yB
 �
�ci��cT

B
d

dp
gpb� �

�ci��cT
B
d

dp
xBp �

where b�� b�� �cTB and d are given in 	����
� 	������
� 	������
 and 	�����
� respectively� Now�
using the following expression for the reduced costs

	������
 �ciji�� � �cTBd � �ci 	� or � is chosen depending on the incoming vector
�

and substituting 	�����
 for d� we can write�

	������
 !V � �
�ciji��

�ziuip
xBp �

Summary of Case�iv�	

Suppose the column of ap from the �th block leaves the basis� and we include
case 	a
� a column of �ziji��� i � S
case 	b
� a column of �ziji��� i � S�

Then we have the following results�

��� The components of the new primal solution� corresponding to the new working basis
B� and to the ith block of the new basis �B�� are given by 	������
� The rest of the basic
components of f�ijg are�

�
	�

kjk

�
zkjk�� � TkB�xB�

zkjk�� � zkjk
� �

	�

kjk�� � �� �

	�

kjk

	k � Q�nfig
�

��� The components of the dual vector� corresponding to B� and to the ith block� are given
by 	������
� The rest of the components of the new dual vector remain the same�
��� The increase in the value of the dual objective function� which is used to determine the
largest step toward the optimum� is given by 	������
�

�

Remark �����	
To perform the largest step toward the optimal value we proceed similarly as it is described
in Remarks ����� and ������ The expression 	������
 is used in the description of Step � of the
Algorithm in Section � to determine the �optimal� pair of the leaving and entering vectors�
compare 	������
 with m��	k
� m��	k
 and Mc in 	���
 and 	���
�
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�

��
� Case �v�� delete a column from the �th block and
include a nonbasic column from the same block�

The considerations are similar to those in the previous case� hence it is enough to summarize
the results�

Summary of Case �v�	

Suppose the column of a� from the �th block leaves the basis and a nonbasic column of ap
from the �th block enters the basis� Then we have the following results�

��� The new basic components out of x�� � � � � xn are�
�
� xB�k � xBk �

dpk
dp�

xB� � for k � IB� 	k �� p


xB�p �
xB�

dp�

where

	�����
 IB� � 	IB
�
fpg
nf�g� dp � B��

�
ap
tSp

�
�

��� The new basic ��components are�

	�����
 �
	�

iji�� �

TiB�xB� � ziji
ziji�� � �iji

� �
	�

iji

� �� �
	�

iji��� i � Q��

where Q� �� Q �

��� The new dual vector yB� is�

	�����


	
yB�k � yBk � k � IB�� k �� p
yB�p � yB� �

�cp
dp�
g��

where �cp denotes the reduced cost 	cf� 	������

 and g� denotes the �th row of the inverse
B��� the other components of the dual solution remain the same�

��� The increase in the value of the dual objective function is�

	�����
 !V � �
�cp
dp�

xB��

�

Remark ��
���	
To perform the largest step toward the optimum we proceed similarly as mentioned in Re�
marks ����� and ������ The expression 	�����
 is used in Section � in the description of Step
� of the Algorithm to determine the �optimal� pair of the leaving and entering vectors�
compare 	�����
 with the second line in 	���
 and 	���
�
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�

�� An Algorithm

First we introduce the following notations�
�IB �� f�� � � � � ngnIB
�IB �� fk � IB j xBk � �g�

and for q � Q� � � jq � kq �

Q	�
 �� f	q� jq
 j �qjq � �g
Q	�
 �� f	q� jq � �
 j �qjq�� � �g
P 	�

q �� fp � �IB j tqp � TqBdp � �g

P 	�

q �� fp � �IB j TqBdp � tqp � �g

S	�

q �� fi � S j TqBui � �g

S	�

q �� fi � S j TqBui � �g�

Here dp � B��

�
ap
tSp

�
� and ui is the ith column of B��� The subscripts of the nonbasic

columns of the matrix 	���
 are�

�IB � f	q� j
 j j �� jq� jq � �� q � Qg � f	i� j
 j j ��� ji � i � Sg�

In the Algorithm we distinguish three cases� the leaving vector has the subscript
case 	a
� 	q� jq
 � Q	�


case 	b
� 	q� jq � �
 � Q	�


case 	c
� k � �IB�
In case 	a
 we introduce the notations�

	���


ma	q
 � minfm�	q
�m�	q
�m�	q
�m�	q
g � where

m�	q
 ��
��cqjq��

zqjq���zqjq��

m�	q
 �� min
p�P

���
q

�cp
tqp � TqBdp

m�	q
 �� min
i�S

���
q � ji��

	
�

�ciji��

	ziji � ziji��
TqBui

�

m�	q
 �� min
i�S

���
q � ji�ki

	
�ciji��

	ziji�� � ziji
TqBui

�
�

Moreover� we denote by 		q
 that element of the set of nonbasic subscripts for which

	���


		q
 � argminfm�	q
�m�	q
�m�	q
�m�	q
g � i�e��

		q
 �


�
�

	q� jq � �
 if ma	q
 � m�	q

fp j p � P 	�


q g � if ma	q
 � m�	q

f	i� ji � �
 j i � S	�


q g� if ma	q
 � m�	q

f	i� ji � �
 j i � S	�


q g� if ma	q
 � m�	q
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			q
 gives the subscript of the entering vector which is determined according to the DM
�

In case 	b
 we de�ne�

	���


mb	q
 � minfm�	q
�m�	q
�m�	q
�m�	q
g
m�	q
 �� ��cqjq���	zqjq � zqjq��

m�	q
 �� min

p�P
���
q

f��cp�	tqp � TqBdp
g

m�	q
 �� min
i�S

���
q � ji��

f�ciji����	ziji � ziji��
TqBuig

m�	q
 �� min
i�S

���
q � ji�ki

f��ciji����	ziji�� � ziji
TqBuig �

Moreover� we denote by 
	q
 that element of the set of nonbasic subscripts for which

	���



	q
 � argminfm�	q
�m�	q
�m�	q
�m�	q
g � i�e��


	q
 �


�
�

	q� jq � �
 � if mb	q
 � m�	q

fp j p � P 	�


q g� if mb	q
 � m�	q

f	i� ji � �
 j i � S	�


q g� if mb	q
 � m�	q

f	i� ji � �
 j i � S	�


q g� if mb	q
 � m�	q


	
	q
 gives the subscript of the entering vector which is determined according to the DM
�

Finally� in case 	c
 we de�ne�

	���


mc	k
 � minfm�	q
�m��	q
�m��	q
g
m�	k
 �� min

p��IB � dpk��
f�cp�dpkg

m��	k
 �� min
i�S � ji���uik��

f�ciji����	ziji � ziji��
uikg

m��	k
 �� min
i�S � ji�ki�ui	k
��

f��ciji����	ziji�� � ziji
uikg�

Here xBk� dpk� uik denote the kth components of the corresponding vectors�

Now� we denote by �	k
 that element of the set of nonbasic subscripts for which

	���


�	k
 � argminfm�	q
�m��	q
�m��	q
g � i�e��

�	k
 �


�
�

fp jp � �IB � dpk � �g� if mc	k
 � m�	k

f 	i� ji � �
 j i � S � uik � �g� if mc	k
 � m��	k

f 	i� ji � �
 j i � S � uik � �g� if mc	k
 � m��	k


	�	k
 gives the subscript of the entering vector which is determined according to the DM
�

The considerations of the previous section suggest the following

Algorithm IDTM�
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Step �� Determine an initial dual feasible basis B� and the corresponding basic solution�
carry out the algorithm described in Section ��

Step �� Test for primal feasibility�
If xB � �� �iji � �� �iji�� � �� i � �� � � � � r� then STOP� Otherwise� go to Step ��

Step �� Simultaneous selection of the leaving and entering vectors�

���� For all fqjq � Q� q � Q	�
g compute

	���
 Ma � maxf	TqBxB � zqjq��
ma	q
g�

where ma	q
 is computed according to 	���
�

���� For all fqjq � Q� q � Q	�
g compute

	���
 Mb � maxf	zqjq � TqBxB
mb	q
g�

where mb	q
 is computed according to 	���
�

���� For all fkjk � �IBg compute

	���
 Mc � maxf�xBk mc	k
g�

where mc	k
 is computed according to 	���
�
���� Compute

M � maxfMa� Mb� Mcg�

��
� Finally� select the leaving and the entering vectors as described below�

��
��a� If M is equal to Ma and the minimum in 	���
 is attained at q� then the pair of
leaving and entering vectors which produces the largest step toward the optimal value
is either given by the vectors of �zqjq � �z�	q
� or by the vector of �zqjq and the column
from the �th block with the subscript 		q
� 		q
 is determined in 	���
� The new basic

solution is de�ned

� if ma	q
 � m�	q
 � as described in the Summary of Case 	iii
�

� if ma	q
 � m�	q
 � as described in the Summary of Case 	i
�

� if ma	q
 � m�	q
 or m	a
	q
 � m�	q
 � as described in the Summary of Case 	ii
�

��
��b� If M is equal to Mb and the minimum in 	���
 is attained at q� then the pair of

leaving and entering vectors which produces the largest step towards the optimal value
is given by the vectors of �zqj�q��� �z		q
� or by the vector of �zqjq��� and the column
from the �th block with subscript 
	q
� 
	q
 is determined in 	���
� The new basic

solution is de�ned

� if mb	q
 � m�	q
 � as described in the Summary of Case 	iii
�

� if mb	q
 � m�	q
 � as described in the Summary of Case	i
�

� if mb	q
 � m�	q
 or mb	q
 � m�	q
 � as described in the Summary of Case 	ii
�



Page �� RRR �����

��
��c� If M is equal to Mc and the minimum in 	���
 is attained at k� then the pair of
leaving and entering vectors which produces the largest step toward the optimal value
is given either by the columns of ak and a
	k
 from the �th block� or by the column of
ak from the �th block and the column of �z
	k
 out of the last r blocks� the subscript
�	k
 is given in 	���
� The new basic solution is de�ned

� if mc	k
 � m�	k
 � as described in the Summary of Case 	v
�

� if mc	k
 � m��	q
 or mc	k
 � m��	q
 � as described in the Summary of Case 	iv
�

Go to Step ��

�

	� Implementation
The implementation of IDTM is based on C�I�F�abi�an�s general purpose optimization routine
library called LINX� It is a tool for interactive solution of linear programming problems�
Interactivity here means that this routine collection supports the solution of a series of
LP problems� where problems can be generated successively using the experience from the
solutions of the former ones�
LINX was written in C� so it is portable� it can be compiled without modi�cation under
MS�DOS� OS"�� and di�erent UNIX operating systems� including ULTRIX for DEC and
SOLARIS for SUN workstations� LINX consists of an LP solver �engine� and a memory
handling �hull�� The solver is an implementation of the two�phase revised simplex method
with the product form of the inverse� Both the primal and the dual methods are implemented�
The data can be scaled before optimization to decrease di�erences between magnitudes� Tol�
erances for comparing �oating�point numbers are used adaptively� following the suggestions
of Maros 	see ��
�

Unstable transformations are avoided� Small pivots are rejected even at the price of creating
small new infeasibilities� This pivot�selection rule is due to Harris 	see ��
� Multiple pricing is
used� so candidate vectors can also be rejected at little cost� Precision is checked from time to
time� If round�o� errors exceed a certain limit 	or if the array describing the transformations
performed that far is too long
� then a reinversion process is started� It is a stabilized version
of Hellerman and Rarick�s Preassigned Pivot Procedure 	see ��
� The original method is
unstable� The version used here proved e�ective over � years of experience�

The speed of computation was the next objective after reliability� A CRASH procedure is
available to break initial degeneracy and speed up optimization� A practical implementation
of the steepest�edge method can also be used optionally� Special sort and search methods
accelerate vector and pivot selection� The memory handling hull ensures that computations
of former problems are available when required� If a problem is derived from a former one
by
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# addition or deletion of variables

# addition or deletion of constraints

# modi�cation of the �rim� 	the right�hand�side� the objective function� or the lower�upper

bounds of the variables
�

then not only a starting solution is available for the new problem� but the connected basis�
inverse as well� Similar ideas can be found in Zoutendijk ���� Basis�inverses are stored in
a wrap�around bu�er� the size of which depends on the size of all available memory� If we
have more memory� we can remember more basis�inverses� and the solution of the problem
sequence will be faster� The bu�er is also a stack 	LIFO structure
� This strategy supports
the solution of a tree�structured problem set� In the simplest case� the inverses in the stack
are connected to problems each of which is derived from the one preceding it� LINX was
built into several optimization packages� and solved real�life problems with up to � ���
contstraints�

The above routine collection could easily be extended to implement IDTM� In IDTM� we
solve two connected problems� 	���
 and the main problem 	���
� The memory handling
part helps in moving from one problem to the other� We had to modify the subroutine that
inverts the basis� and carries out FTRAN and BTRAN� it is made capable to handle the
varying size working basis throughout the procedure� Pricing is also modi�ed� because in
Step � of the DTM or IDTM we only have to price one or two vectors from each of the blocks
������r� This is because a dual feasible basis may only contain at least one but at most two
consecutive vectors from each of those blocks�

There are two input �les and two output �les� for the deterministic 	A� b� c
 and the stochastic
	T� z� corresponding probabilities and penalties
 data� They are assembled in such a way
that sensitivity analysis can easily be done� The code is currently tested and reports about
the performance of the IDTM will soon be available�


� Conclusions and Future Directions

In this paper we have presented an Improved Dual Type Method 	IDTM
 for a linearly
constrained optimization problem with a separable objective function� where the terms are
continuous� convex and piecewise linear functions�

We began with a short description of the Dual Type Method 	developed by A� Pr�ekopa
	����

 and then improved on it in di�erent ways� In Section � we gave the transformation
formulas for updating the data 	in each special case of the column exchange in the block�
structured dual feasible basis
� The updating formulas are summarized at the end of each
case� Then� the results are used in Section � to create an e�cient solution procedure� The
implementations issues are presented in Section ��

Problems of further interest include� ��
 how to select the initial consecutive pairs in the last
r blocks in order to reduce the number of the required dual steps in the solving algorithm�
��
 how to apply the improved DTM to multistage stochastic programming problems�
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