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Summary

1. Definition of a (single commodity) network according to Gale, 1957.
2. Examples:
   - Interconnected Power Systems
   - Flood Control Reservoir System Design
   - Parking Lots, Transportation, Location Problems.
6. A Theorem on \( p \)-efficient Points
7. The Capacity Design Problem.
A network $G = (N, A)$ is a finite collection of nodes $N$ and a subset $A$ of $N \times N$, which is the collection of arcs. We assume that if $(i, k) \in A$, then also $(k, i) \in A$.

The arc capacity function is a real-valued function $y(i, k), (i, k) \in A$ on the set of arcs. A flow is a real-valued function $f(i, k), (i, k) \in A$ which satisfies the conditions

$$f(i, k) + f(k, i) = 0$$
$$f(i, k) \leq y(i, k) \text{ for } (i, k) \in A.$$  (1)

The definition of $y$ and $f$ can be extended to the entire set $N \times N$, so we write $f(i, k) = y(i, k) = 0$ for $(i, k) \in N \times N$, and $(i, k) \notin A$. We will use the notation

$$y(B, C) = \sum_{i \in B, k \in C} y(i, k)$$

$$f(B, C) = \sum_{i \in B, k \in C} f(i, k),$$

where $B$ and $C$ are subsets of $N$. 

3
A demand function \(d(i), i \in N\) is a real-valued function on the set of nodes. If \(B \subseteq N\), then we assign a demand value \(d(B)\), to \(B\) which is defined by

\[
d(B) = \sum_{i \in B} d(i).
\]

A demand function (briefly: demand) is said to be feasible if there exists a flow \(f\) such that

\[
f(N, i) \geq d(i) \text{ for every } i \in N.
\]  

(2)

Relations (1) and (2) contain the variables \(f(i,k), y(i,k)\) and \(d(i)\). It is an important problem to find the projection of the convex polyhedron defined by (1) and (2) onto the space of the variables \(y(i,k)\) and \(d(i)\), i.e., to give the necessary and sufficient condition in terms of these variables for the existence of a flow satisfying (1) and (2). This problem was solved by Gale (1957) and Hoffman (1960) and the result is contained in the following theorem.
Theorem (Gale and Hoffman). The demand function $d(i), i \in N$ is feasible if and only if, for every set $S \subseteq N$, we have the inequality

$$d(S) \leq y(S, S).$$

For a short proof the reader is referred to Gale (1957).

In power system engineering one node of the network represents one area. To each node $i$ a deterministic generating capacity $x_i$ is assigned, which is diminished by a random deficiency $\zeta_i$, so that the available generating capacity is $x_i - \zeta_i$. Moreover, there exists a random local demand $\eta_i$, corresponding to node $i$, which is to be satisfied first by the use of the generating capacity $x_i - \zeta_i$. 
Let $\xi_i = \eta_i + \zeta_i$, $i \in N$. The function

$$d(i) = \xi_i - x_i, \quad i \in N$$

is a demand function corresponding to the network (network demand). If $\xi_i - x_i > 0$, then at node $i$ we need an amount of power $\xi_i - x_i$; and if $\xi_i - x_i < 0$, then at node $i$ there is a surplus generating capacity of $x_i - \xi_i$, which we call the supply. If

$$\sum_{i \in N} x_i \geq \sum_{i \in N} \xi_i$$

then the total available power generating capacity is enough to meet the total demand. However, the transmission system may not be able to allow the individual areas to assist each other to the extent that is necessary. The above stated theorem by Gale and Hoffman provides us with a necessary and sufficient condition for this, i.e., for the existence of a feasible flow.
Simple example: \(|N| = 3\)

\[d(1) = -3, \quad d(2) = 2, \quad d(3) = 1.\]

There is enough supply but if \(y(1,2) = 1, y(1,3) = 2, y(2,3) = 0.5\) then there is no feasible flow

\[d(2) \not\preceq y(\{1,3\}, \{2\}).\]
Elimination of the Redundant Inequalities

Each Gale–Hoffman inequality corresponds to a subset $S \subset N$. Let $(S)$ designate that inequality.

**Theorem (Prékopa–Boros, 1991).** Let $S_1$, $S_2$ be subsets of $N$, $S_1 S_2 = \emptyset$ and suppose that there are no arcs between $S_1$ and $S_2$. Then for every $S_3 \subset S_1 \cup S_2$ with $S_3 S_1 \neq \emptyset$, $S_3 S_2 \neq \emptyset$, the inequality $(S_3)$ is a consequence of $(S_3 S_1)$ and $(S_3 S_2)$.

Wallace and Wets (1993) proved also the only if statement. That statement, however, follows from the proof of the Prékopa–Boros theorem.
Theorem (Wallace, Wets, 1993). The inequality \((S)\) is redundant, among the Gale–Hoffman inequalities, iff at least one of the subgraphs \(G(S), G(\bar{S})\) is not connected. In that case the inequality \(d(S) \leq y(\bar{S}, S)\) is the sum of other Gale–Hoffman inequalities.

Other elimination procedures also apply, for details see Prékopa, Boros (1989).
Gale–Hoffman inequalities:

\[
\begin{align*}
\xi_1 - x_1 + \xi_2 - x_2 + \xi_3 - x_3 + \xi_4 - x_4 & \leq 0 \\
\xi_1 - x_1 & \leq y_2 + y_3 + y_4 \\
\xi_3 - x_3 & \leq y_3 \\
\xi_4 - x_4 & \leq y_4 \\
\xi_1 - x_1 + \xi_2 - x_2 & \leq y_3 + y_4 \\
\xi_1 - x_1 + \xi_3 - x_3 & \leq y_2 + y_3 \\
\xi_1 - x_1 + \xi_4 - x_4 & \leq y_2 + y_3 \\
\xi_2 - x_2 + \xi_3 - x_3 & \leq y_2 + y_3 \\
\xi_2 - x_2 + \xi_4 - x_4 & \leq y_2 + y_3 + y_4 \\
\xi_3 - x_3 + \xi_4 - x_4 & \leq y_3 + y_4 \\
\xi_2 - x_2 + \xi_3 - x_3 + \xi_4 - x_4 & \leq y_2 + y_3 + y_4 \\
\xi_1 - x_1 + \xi_2 - x_2 + \xi_3 - x_3 & \leq y_4 \\
\xi_1 - x_1 + \xi_2 - x_2 + \xi_4 - x_4 & \leq y_3 \\
\xi_1 - x_1 + \xi_3 - x_3 + \xi_4 - x_4 & \leq y_2.
\end{align*}
\]

Inequalities 9, 10, 11, 12 are sums of others, hence they are redundant.
The Remaining Gale–Hoffman Inequalities in Case of the Four Node Network, After Elimination by Graph Structure

\begin{align*}
\xi_1 - x_1 + \xi_2 - x_2 + \xi_3 - x_3 + \xi_4 - x_4 &\leq 0 \\
\xi_1 - x_1 &\leq y_2 + y_3 + y_4 \\
\xi_2 - x_2 &\leq y_2 \\
\xi_3 - x_3 &\leq y_3 \\
\xi_4 - x_4 &\leq y_4 \\
\xi_1 - x_1 + \xi_2 - x_2 &\leq y_3 + y_4 \\
\xi_1 - x_1 + \xi_3 - x_3 &\leq y_2 + y_4 \\
\xi_1 - x_1 + \xi_4 - x_4 &\leq y_2 + y_3 \\
\xi_1 - x_1 + \xi_2 - x_2 + \xi_3 - x_3 &\leq y_4 \\
\xi_1 - x_1 + \xi_2 - x_2 + \xi_4 - x_4 &\leq y_3 \\
\xi_1 - x_1 + \xi_3 - x_3 + \xi_4 - x_4 &\leq y_2.
\end{align*}

Here no inequality is the sum of others but on the left hand side there are four lines (2, 3, 4, 5), where \( \xi_i - x_i \) stands alone. All left hand sides are sums of the left hand sides of these four inequalities.
Other examples for networks, from the point of view of application:

- Flood control hydraulic networks.
- Evacuation network
- Transportation networks with parking facilities.

In these cases

\[ \xi_i = \text{demand for freeboard, parking place, shelter room} \]
\[ x_i = \text{capacity for the same at node } i. \]
Flood control hydraulic network.

\[ \xi_1, \xi_2 \quad \text{flood amounts to be retained or demands for freeboard} \]
\[-x_4, -x_5 \quad \text{reservoir capacities} \]
\[x_4, x_5 \quad \text{freeboard supply values} \]
\[y_1, y_2, y_3, y_5 \quad \text{arc capacities} \]
Gale-Hoffman Inequalities $2^5 - 1 = 31$

1. $S = \emptyset$, trivial
2. $\bar{S} = N, \ \xi_1 + \xi_5 \leq x_2 + x_4$
3. $\bar{S} = 1, \ \xi_1 \leq y_1$
4. $\bar{S} = 2, 3, 4, 5, \ \xi_5 - x_2 - x_4 \leq 0$
5. $\bar{S} = 2, \ -x_2 \leq y_2$
6. $\bar{S} = 1, 3, 4, 5, \ \xi_1 + \xi_5 - x_4 \leq y_1$
7. $\bar{S} = 3, \ 0 \leq y_3$
8. $\bar{S} = 1, 2, 4, 5, \ \xi_1 + \xi_5 - x_2 - x_4 \leq y_2 + y_5$
9. $\bar{S} = 4, \ -x_4 \leq 0$
10. $\bar{S} = 1, 2, 3, 5, \ \xi_1 + \xi_5 - x_2 \leq y_3$
11. $\bar{S} = 5, \ \xi_5 \leq y_5$
12. $\bar{S} = 1, 2, 3, 4, \ \xi_1 - x_2 - x_4 \leq 0$
13. $\bar{S} = 1, 2, \ \xi_1 - x_2 \leq y_2$
14. $\bar{S} = 3, 4, 5, \ \xi_5 - x_4 \leq 0$
15. $\bar{S} = 1, 3, \ \xi_1 \leq y_1 + y_3$
16. $\bar{S} = 2, 4, 5, \ \xi_5 - x_2 - x_4 \leq y_2 + y_5$
17. $\bar{S} = 1, 4, \ \xi_1 - x_4 \leq y_1$
18. $\bar{S} = 2, 3, 5, \ \xi_5 - x_2 \leq y_2 + y_5$
19. $\bar{S} = 1, 5, \ \xi_1 + \xi_5 \leq y_1 + y_5$
20. $\bar{S} = 2, 3, 4, \ -x_2 - x_4 \leq 0$
21. $\bar{S} = 2, 3, \ -x_2 \leq y_3$
22. $\bar{S} = 1, 4, 5, \ \xi_1 + \xi_5 - x_4 \leq y_1 + y_5$
Gale-Hoffman Inequalities $2^5-1=31$ (cont’)

23. $\bar{S} = 2, 4, \ -x_2 - x_4 \leq y_2$
24. $\bar{S} = 1, 3, 5, \ \xi_1 + \xi_5 \leq y_1 + y_3$
25. $\bar{S} = 2, 5, \ \xi_5 - x_2 \leq y_2 + y_5$
26. $\bar{S} = 3, 4, \ -x_4 \leq 0$
27. $\bar{S} = 1, 2, 5, \ \xi_1 + \xi_5 - x_2 \leq y_2 + y_5$
28. $\bar{S} = 3, 5, \ \xi_5 \leq y_3$
29. $\bar{S} = 1, 2, 4, \ \xi_1 - x_2 - x_4 \leq y_2$
30. $\bar{S} = 4, 5, \ \xi_5 - x_4 \leq y_5$
31. $\bar{S} = 1, 2, 3, \ \xi_1 - x_2 \leq y_3$. 
Remaining Inequalities After Elimination by Network Topology

2. \( \xi_1 + \xi_5 \leq x_2 + x_4 \)

3. \( \xi_1 \leq y_1 \)

10. \( \xi_1 + \xi_5 \leq y_3 + x_2 \)

11. \( \xi_5 \leq y_5 \)

13. \( \xi_1 \leq x_2 + y_2 \)

14. \( \xi_5 \leq x_4 \)

28. \( \xi_5 \leq y_3. \)

More Concise Form

\[ \xi_1 \leq \min(y_1, x_2 + y_2) \]
\[ \xi_5 \leq \min(y_3, y_5, x_4) \]
\[ \xi_1 + \xi_5 \leq \min(x_2 + x_4, y_3 + x_2). \]

If \( y_1 = y_2 = y_3 = \infty \), taken

\[ \xi_1 + \xi_5 \leq x_2 + x_4 \]
\[ \xi_5 \leq x_4. \]
Simplified Cell Representation of Cape May Evacuation Network
$p$-efficient Points of a Multivariate Discrete Probability Distribution

$$\xi = (\xi_1, \ldots, \xi_n)^T, \quad F(z) = P(\xi \leq z), \ z \in R^n.$$ 

**Assumption.** Each $\xi_i$ has finite support $Z_i$. Let $Z = Z_1 \times \cdots \times Z_n$.

**Definition.** The point $z \in Z$ is a $p$-efficient point of the distribution of $\xi$, if

$$F(z) \geq p$$

and there is no $y < z$ such that $F(y) \geq p$.

**Algorithms to enumerate all $p$-efficient points:**
The concept of a $p$-efficient point has successfully been applied in programming under probabilistic constraint with discrete right hand side random vector:

\[
\begin{align*}
\text{Min } c^T x \\
\text{subject to } \\
P(Tx \geq \xi) \geq p \\
Ax = b, \ x \geq 0.
\end{align*}
\]

If $z^{(1)}, \ldots, z^{(M)}$ are the $p$-efficient points of $\xi$, then the probabilistic constraint is equivalent to the following:

\[ Tx \geq z^{(i)}, \ \text{for at least one } i = 1, \ldots, M. \]
The Constraint $P(Tx \geq \xi) \geq p$ is equivalent to the requirement that $Tx$ is an element of the shaded set, where $z^{(1)}, z^{(2)}, z^{(3)}, z^{(4)}$ are the p-efficient points.
The original problem is a disjunctive problem:

$$\begin{align*}
\text{Min } c^T x \\
\text{subject to } \\
Tx &\geq z^{(i)}, \text{ for at least one } i = 1, \ldots, M \\
Ax &= b, \quad x \geq 0.
\end{align*}$$

Through “convexification” we obtain a relaxation of it:

$$\begin{align*}
\text{Min } c^T x \\
\text{subject to } \\
Tx &\geq \sum_{i=1}^{M} \lambda_i z^{(i)} \\
\sum_{i=1}^{M} \lambda_i &= 1 \\
Ax &= b, \quad x \geq 0, \quad \lambda \geq 0,
\end{align*}$$

where the decision variables are the components of $x$ and $\lambda$. 

22
A Basic Theorem on $p$-efficient Points

Let $\xi = (\xi_1, \ldots, \xi_n)^T$ be a random vector, where the support of $\xi_i$ is a finite set $Z_i$, $i = 1, \ldots, n$. Let

$$Z = Z_1 \times \cdots \times Z_n$$

and

$$z^{(i)} = (z_1^{(i)}, \ldots, z_n^{(i)})^T, \quad i = 1, \ldots, M$$

the $p$-efficient points of the random vector $\xi$.

Let $B \geq 0$ be an $n \times M$ matrix that has positive entry in each row.

Assertion: If, $P\{z \in Z \mid z \leq z^{(i)}\} \setminus \{z^{(i)}\} < p \quad i = 1, \ldots, M$, then the $p$-efficient points of the random vector

$$\begin{pmatrix} \xi \\ B\xi \end{pmatrix}$$

are

$$\begin{pmatrix} z^{(i)} \\ Bz^{(i)} \end{pmatrix}, \quad i = 1, \ldots, M.$$
• Minor restriction from practical point of view. Slight perturbation of the probability distribution can make the condition satisfied.
Example.

\[ \xi = \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix}, \quad B = (1, 1) \]

\( \xi \) has \( p \)-efficient points, taken with positive probabilities:

\[ \begin{pmatrix} z_1^{(1)} \\ z_2^{(1)} \\ z_1^{(2)} \\ z_2^{(2)} \\ z_1^{(3)} \\ z_2^{(3)} \end{pmatrix}. \]

Then the random vector

\[ \begin{pmatrix} \xi \\ B\xi \end{pmatrix} = \begin{pmatrix} \xi_1 \\ \xi_2 \\ \xi_1 + \xi_2 \end{pmatrix} \]

has \( p \)-efficient points:

\[ \begin{pmatrix} z_1^{(1)} \\ z_2^{(1)} \\ z_1^{(2)} + z_2^{(2)} \\ z_1^{(3)} + z_2^{(3)} \end{pmatrix}. \]

The theorem is very important from the point of view of network reliability calculation. If the number of nodes is \( n \), then the number of Gale–Hoffman inequalities is \( 2^n - 1 \). Still, it is enough to determine the \( p \)-efficient points of the \( n \) random demands at the \( n \) nodes because then we can easily generate the \( p \)-efficient points for the entire collection of the random variables.
The condition $P(\xi = z^{(i)}) > 0, i = 1, \ldots, N$ is essential.

**Example:** Let $r = 2, z_1 = z_2 = \{0, 1, 2\}$

\[
p_{ij} = P(\xi_1 = i, \xi_2 = j),
\]

\[
p_{00} = 0.6, \ p_{01} = p_{02} = p_{10} = p_{12} = 0.1,
\]

\[
p_{11} = p_{12} = p_{21} = p_{22} = 0, \ p = 0.8
\]

\[\xi\] has one 0.8-efficient point: (1,1) but (1,1,2) is not 0.8-efficient for $(\xi_1, \xi_2, \xi_1 + \xi_2)$. In fact, $P(\xi_1 \leq 1, \xi_2 \leq 1, \xi_1 + \xi_2 \leq 1) = 0.8$.  
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The Stochastic Network Design Problem

Decision variables: \( x_1, \ldots, x_n \), node capacities, \( n = |N| \).

\[
\begin{align*}
\text{Min} & \sum_{i=1}^{n} c_i x_i \\
\text{P}(d(S) \leq y(\bar{S}, S), (S) \text{ non-eliminated}) & \geq p \\
l_i \leq x_i \leq u_i, & \quad i = 1, \ldots, n, \\
\text{where } d(S) & = \sum_{i \in S} (\xi_i - x_i).
\end{align*}
\]

Let \( z^{(i)}, i = 1, \ldots, n \) be the \( p \)-efficient points of the random vector \( \xi = (\xi_1, \ldots, \xi_n) \).
Form of The General Problem

The arc capacities are assumed to be constants, for simplicity.

$$\text{Min } \sum_{i=1}^{n} c_i x_i$$

subject to

$$P(Tx \geq \eta) \geq p$$

$$Ax \geq b.$$ 

Let $v^{(j)}$, $j \in J$ be the set of $p$-efficient points of the random vector $\xi$.

Relaxation of the Problem

$$\text{Min } \sum_{i=1}^{n} c_i x_i$$

subject to

$$(P)$$

$$Tx \geq \sum_{j \in J} \lambda_j v^{(j)}$$

$$Ax \geq b$$

$$\sum_{j \in J} \lambda_j = 1, \quad \lambda_j \geq 0, \quad j \in J.$$
Solution of the Relaxed Problem by the Dentcheva–Prékopa–Ruszczyński Algorithm (Column Generation). The $p$-efficient Points are Simultaneously Generated with the Solution Algorithm.

In each iteration we generate a new $p$-efficient point and solve an LP. In iteration $k$ we solve the problem

\[
\begin{align*}
\text{Min } & c^T x \\
\text{subject to } & T x \geq \sum_{j \in J_k} \lambda_j v^{(j)} \\
& Ax \geq b \\
& \sum_{j \in J_k} \lambda_j = 1, \quad \lambda_j \geq 0, \quad j \in J_k.
\end{align*}
\]
Introduce slack variables $u$ into problems (P) and (PR) to obtain

(P)

$$\begin{align*}
\text{Min } & \quad c^T x \\
\text{subject to } & \quad Tx - u - \sum_{j \in J} \lambda_j v^{(j)} = 0 \\
& \quad Ax = b \\
& \quad \sum_{j \in J} \lambda_j = 1 \\
x & \geq 0, \quad u \geq 0, \quad \lambda \geq 0.
\end{align*}$$

(PR)

$$\begin{align*}
\text{Min } & \quad c^T x \\
\text{subject to } & \quad Tx - u - \sum_{j \in J_k} \lambda_j v^{(j)} = 0 \\
& \quad Ax = b \\
& \quad \sum_{j \in J_k} \lambda_j = 1 \\
x & \geq 0, \quad u \geq 0, \quad \lambda_j \geq 0, \quad j \in J_k.
\end{align*}$$
Solve optimally (PR) by a method that produces optimal dual vector

\[(w_1^T, w_2^T, w_3)\]

and check if the optimality condition holds in (P) with this.
Yes: stop, optimal solution has been obtained.
No: In this case the inequalities

\[-w_1^T \nu^{(j)} + w_3 \leq 0, \quad j \in J_k\]

hold with equality for at least one \(j\), hence

\[w_3 = \min_{j \in J_k} w_1^T \nu^{(j)}\]

but there is at least one \(j \in J\) such that

\[w_3 > w_1^T \nu^{(j)}.\]

In other words, we have the inequality

\[\min_{j \in J_k} w_1^T \nu^{(j)} > \min_{j \in J} w_1^T \nu^{(j)}.\]
The optimal solution of the problem \( \text{Min} \ w_i^T v^{(j)} \) is the same as

\[
\text{Min} \ w_1^T v \\
\text{subject to} \\
P(\eta \leq v) \geq p.
\]

The optimal solution to this last problem can be obtained by the use of the solution of the much simpler problem.

\[
\text{Min} \ \gamma^T v \\
\text{subject to} \\
P(\xi \leq z) \geq p.
\]
Recall that the p-efficient points of

$$\eta = (\xi_1, \ldots, \xi_n, \text{partial sums})^T$$

are

$$v = (z_1, \ldots, z_n, \text{partial sums})^T$$

where \((z_1, \ldots, z_n)^T\) is a p-efficient point of \((\xi_1, \ldots, \xi_n)^T\)

This implies that

$$w_1^T v = \gamma^T z,$$

where the components of \(\gamma\) are partial sums of \(w_1\).
When we apply this algorithm for the solution of the network design problem, then the random variable $\eta$ has size $r$ equal to the number of non-eliminated Gale–Hoffman inequalities.

Some of the components of $\eta$ are $\xi_1, \ldots, \xi_n$, the local demands at the nodes of the network, the others are partial sums of them.

By the basic theorem of $p$-efficient points, it is enough to formulate and solve the knapsack problem based on $\xi = (\xi_1, \ldots, \xi_n)$, where $n = |N|$, rather than based on $\eta$, the number of components of which (after the elimination) may still be very large.

This fact contributes greatly to the efficiency of the solution of the network design problem.
Finding new $p$-efficient Point

The problem to be solved is:

$$\min \gamma^T z$$

subject to

$$F(z) \geq p$$

$$z \in Z, \ l_i \leq z_i \leq u_i, \ i = 1, \ldots, n,$$

where $l_i, u_i$ are known bounds.
If $\xi_1, \ldots, \xi_n$ are independent, then:

$$\min \gamma^T z$$

subject to

$$\sum_{i=1}^n (- \log F_i(z_i)) \leq -\log p$$

$$z \in Z, \ l_i \leq z_i \leq u_i, \ i = 1, \ldots, n,$$

We also assume that $\xi_1, \ldots, \xi_n$ are integer valued.
Equivalent Formulation of the Problem

write: \[ a_{ik} = - \log F_i(k), \quad = - \log p, \quad z_i = \sum_{k=l_i}^{u_i} k \delta_{ik} \]

\[
\min \sum_{i=1}^{m} \sum_{k=l_i}^{u_i} w_{2i} k \delta_{ik}
\]

subject to

\[
\sum_{i=1}^{m} \sum_{k=l_i}^{u_i} a_{ik} \delta_{ik} \leq d
\]

\( z \in D \)

\[
\sum_{i=1}^{m} \delta_{ik} = 1, \quad i = 1, \ldots, m
\]

\( \delta_{ik} \in \{0, 1\}, \quad \text{all } i, k, \)

Multiple Choice Knapsack Problem, MCKP
Solution of the MCKP

Relaxation, allowing $0 \leq \delta_{ik} \leq 1$, all $i, k$

The problem is called Linear Multiple Choice Knapsack Problem, LMCKP

$$\min \sum_{i=1}^{n} \sum_{k=l_i}^{u_i} w_{2i} k \delta_{ik}$$

subject to

$$\sum_{i=1}^{n} \sum_{k=l_i}^{u_i} a_{ik} \delta_{ik} \leq d$$

$$z \in D$$

$$\sum_{k=1}^{n_i} \delta_{ik} = 1, \ i = 1, \ldots, n$$

$$0 \leq \delta_{ik} \leq 1, \ \text{all} \ i, k.$$ 

For efficient solution see Pisinger (1995). However, we have our own, more efficient solution, using ideas from stochastic programming
Introduce slack variable $u$ in the inequality constraint, then split the sum into $m$ terms, each term corresponds to a component of $\xi$. Changing the summation range to 1 through $m_i$, $i=1,...,m$ and designate the coefficients in the new sums by $h_{i1},...,h_{imi}$, $i=1,...,n$.

The new problems is:

$$\min \{0u + 0u_1 + \cdots + 0u_n + h_{11}\delta_{11} + \cdots + h_{1m_1}\delta_{1m_1} + \cdots + h_{n1}\delta_{n1} + \cdots + h_{nm_n}\delta_{nm_n}\}$$

subject to

$$u + u_1 + \cdots + u_n = d$$

$$u_1 - a_{11}\delta_{11} - \cdots - a_{1m_1}\delta_{1m_1} = 0$$

$$\vdots$$

$$u_n - a_{n1}\delta_{n1} - \cdots - a_{nm_n}\delta_{nm_n} = 0$$

$$\delta_{11} + \cdots + \delta_{n1} = 1$$

$$\vdots$$

$$\delta_{n1} + \cdots + \delta_{nm_n} = 1$$

$$u_i \geq 0, \ i = 1, \ldots, n, \ \delta_{ik} \geq 0, \ \text{all } i, k.$$ 

Simple recourse type problem. Fast algorithms and fast bounds in Prékopa (1990, 1995), Fábián, Prékopa, Ruff-Fiedler (1995). In the optimal solution one $\delta$ or a pair appears in each block. In the latter case a simple cost-efficient argument given the solution to the MCKP.
Solution by the Prékopa–Vizvári–Badics (1998) Cutting Plane Algorithm

Suppose that all $p$-efficient points of the random vector $\eta$ have been generated (in the network design problem we may simplify their enumeration by the use of the basic theorem of $p$-efficient points) and they are $v^{(i)}$, $j=1, \ldots, M = |\mathcal{J}|$. We solve the problem:

$$
\begin{align*}
\text{Min } & \quad c^T x \\
\text{subject to } & \\
T x - u - \sum_{j=1}^{M} \lambda_j v^{(j)} &= 0 \\
A x &= b \\
\sum_{j=1}^{M} \lambda_j &= 1 \\
x &\geq 0, \quad u \geq 0, \quad \lambda \geq 0.
\end{align*}
$$

(P)
Preprocessing if \( \varphi^{(j)}, j = 1, \ldots, M \) are in a lower dimensional manifold

\[
\bar{\varphi} = \frac{1}{M} \sum_{j=1}^{M} \varphi^{(j)}.
\]

Find maximum number of linearly independent solutions of the equations

\[
w^T (\varphi^{(j)} - \bar{\varphi}) = 0, \quad j = 1, \ldots, M
\]

and let them be \( w_1, \ldots, w_h \).

We will append the constraints

\[
w^T_l (Tx - u - \bar{\varphi}) = 0, \quad l = 1, \ldots, h
\]

to the constraints \( Ax = b \).

Example: In the two-dimensional case the \( p \)-efficient points may be on a line
Auxiliary Problem in the $k^{th}$ Iteration

Min $e^T \mu = \alpha$

subject to

$$\sum_{j=1}^{M} (v^j - \bar{v}) \mu_i = T x^k - u^k - \bar{v}$$

$$\mu \geq 0,$$

where $e^T = (1, \ldots, 1)$. Here $m_1, \ldots, m_M$ are the decision variables

If $a \leq 1$, Stop, optimal solution has been found.
The auxiliary problem generates new cutting plane

\[ T x^{(k)} - u^k - \bar{\nu} \]
If $\alpha > 1$ then let

$$v^{(j_1)} - \bar{v}, \ldots, v^{(j_r)} - \bar{v}$$

be an optimal basis of the auxiliary problem. Find $w \neq 0$ such that

$$w^T w_j = 0, \quad j = 1, \ldots, h$$

$$w^T \left( v^{(j_1)} - v^{(j_1)} \right) = 0, \quad j = 2, \ldots, r - h.$$

These equations determine $w$ up to a constant. If

$$w^T (T x^k - u^k - \bar{v}) < 0,$$

then define $w^{(k+1)} = w$ and introduce the cut

$$\left( w^{(k+1)} \right)^T (T x - u - \bar{v}) \geq 0.$$
Algorithm PVB

Step 1. Enumerate the $p$-efficient points of $\eta$. Initialize $k \leftarrow 0$.

Step 2. Solve the LP

$$\begin{align*}
\text{Min } & c^T x \\
\text{subject to } & Ax = b \\
& (w^{(i)})^T (Tx - u - \bar{v}) \geq 0, \quad i = 1, \ldots, k \\
& w_i^T (Tx - u - \bar{v}) = 0, \quad l = 1, \ldots, h \\
& x \geq 0, \quad u \geq 0.
\end{align*}$$

If $k = 0$, then ignore the constraint involving the cuts. Let $(x^{(k)}, u^{(k)})$ be an optimal solution.

Step 3. Solve the auxiliary problem. If $\alpha \leq 1$, Stop, optimal solution has been found. If $\alpha > 1$, go to Step 4.

Step 4. Create the new cut, append it to the existing cuts and go to Step 2.
Numerical Example

Eight-node Network from Prékopa–Boros (1989)
Possible Values and Corresponding Probabilities of the Random Demands in the 8-Node Network

<table>
<thead>
<tr>
<th>$\xi_1$</th>
<th>34</th>
<th>39</th>
<th>44</th>
<th>49</th>
<th>54</th>
<th>59</th>
<th>64</th>
<th>69</th>
<th>74</th>
<th>79</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\xi_2$</td>
<td>33</td>
<td>38</td>
<td>43</td>
<td>48</td>
<td>53</td>
<td>58</td>
<td>63</td>
<td>68</td>
<td>73</td>
<td>78</td>
</tr>
<tr>
<td>$\xi_3$</td>
<td>17</td>
<td>22</td>
<td>27</td>
<td>32</td>
<td>37</td>
<td>42</td>
<td>47</td>
<td>52</td>
<td>57</td>
<td>62</td>
</tr>
<tr>
<td>$\xi_4$</td>
<td>33</td>
<td>38</td>
<td>43</td>
<td>48</td>
<td>53</td>
<td>58</td>
<td>63</td>
<td>68</td>
<td>73</td>
<td>78</td>
</tr>
<tr>
<td>$\xi_5$</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>55</td>
<td>60</td>
</tr>
<tr>
<td>$\xi_6$</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>$\xi_7$</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>55</td>
<td>60</td>
</tr>
<tr>
<td>$\xi_8$</td>
<td>25</td>
<td>30</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>55</td>
<td>60</td>
<td>65</td>
<td>70</td>
</tr>
</tbody>
</table>
\( p_1, \ldots, p_8 \) are the Distribution of the Random Variables \( \xi_1, \ldots, \xi_8 \), Respectively

<table>
<thead>
<tr>
<th>( p )</th>
<th>( n = 9 )</th>
<th>( p = 0.4 )</th>
<th>( p = 0.45 )</th>
<th>( p = 0.5 )</th>
<th>( p = 0.6 )</th>
<th>( p = 0.48 )</th>
<th>( p = 0.35 )</th>
<th>( p = 0.42 )</th>
<th>( p = 0.38 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1 )</td>
<td>0.0100</td>
<td>0.0604</td>
<td>0.1612</td>
<td>0.2508</td>
<td>0.2508</td>
<td>0.1672</td>
<td>0.0743</td>
<td>0.0212</td>
<td>0.0035</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>0.0046</td>
<td>0.0339</td>
<td>0.1109</td>
<td>0.2118</td>
<td>0.2600</td>
<td>0.2127</td>
<td>0.1160</td>
<td>0.0406</td>
<td>0.0083</td>
</tr>
<tr>
<td>( p_3 )</td>
<td>0.0019</td>
<td>0.0175</td>
<td>0.0703</td>
<td>0.1640</td>
<td>0.2460</td>
<td>0.2460</td>
<td>0.1640</td>
<td>0.0703</td>
<td>0.0175</td>
</tr>
<tr>
<td>( p_4 )</td>
<td>0.0002</td>
<td>0.0035</td>
<td>0.0212</td>
<td>0.0743</td>
<td>0.1672</td>
<td>0.2508</td>
<td>0.2508</td>
<td>0.1612</td>
<td>0.0604</td>
</tr>
<tr>
<td>( p_5 )</td>
<td>0.0027</td>
<td>0.0230</td>
<td>0.0852</td>
<td>0.1836</td>
<td>0.2543</td>
<td>0.2347</td>
<td>0.1444</td>
<td>0.0571</td>
<td>0.0131</td>
</tr>
<tr>
<td>( p_6 )</td>
<td>0.0207</td>
<td>0.1003</td>
<td>0.2161</td>
<td>0.2716</td>
<td>0.2193</td>
<td>0.1181</td>
<td>0.0424</td>
<td>0.0097</td>
<td>0.0013</td>
</tr>
<tr>
<td>( p_7 )</td>
<td>0.0074</td>
<td>0.0484</td>
<td>0.1402</td>
<td>0.2369</td>
<td>0.2573</td>
<td>0.1863</td>
<td>0.0899</td>
<td>0.0279</td>
<td>0.0050</td>
</tr>
<tr>
<td>( p_8 )</td>
<td>0.0135</td>
<td>0.0746</td>
<td>0.1830</td>
<td>0.2618</td>
<td>0.2406</td>
<td>0.1475</td>
<td>0.0602</td>
<td>0.0158</td>
<td>0.0024</td>
</tr>
</tbody>
</table>

---

48
The Lines Represent $p = 0.95$ Level Efficient Points

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>68</td>
<td>57</td>
<td>73</td>
<td>55</td>
<td>45</td>
<td>55</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>73</td>
<td>62</td>
<td>78</td>
<td>50</td>
<td>45</td>
<td>50</td>
<td>65</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>68</td>
<td>57</td>
<td>78</td>
<td>50</td>
<td>40</td>
<td>55</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>68</td>
<td>62</td>
<td>78</td>
<td>60</td>
<td>40</td>
<td>50</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>73</td>
<td>57</td>
<td>73</td>
<td>55</td>
<td>40</td>
<td>55</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>78</td>
<td>52</td>
<td>78</td>
<td>55</td>
<td>55</td>
<td>50</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>78</td>
<td>57</td>
<td>73</td>
<td>50</td>
<td>40</td>
<td>50</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>68</td>
<td>57</td>
<td>73</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>73</td>
<td>62</td>
<td>73</td>
<td>55</td>
<td>40</td>
<td>55</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>73</td>
<td>52</td>
<td>73</td>
<td>55</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>78</td>
<td>52</td>
<td>73</td>
<td>60</td>
<td>40</td>
<td>50</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>78</td>
<td>62</td>
<td>78</td>
<td>60</td>
<td>55</td>
<td>60</td>
<td>70</td>
<td></td>
</tr>
</tbody>
</table>
\[ l = \text{Vector of Lower Bounds} \]
\[ u = \text{Vector of Upper Bounds} \]
\[ l = (5, 5, 10, 5, 15, 5, 5, 5)^T \]
\[ u = (10, 10, 15, 10, 20, 10, 10, 10)^T \]

Number of Gale–Hoffman Inequalities \( 2^8 - 1 = 255 \)
After Elimination by Network Structure \( 161 \)
By Upper Bounds \( 116 \)
By Lower Bounds \( 63 \)
By Linear Programming \( 16 \)
The Optimization Problem

\[
\text{Min } \sum_{i=1}^{8} x_i
\]

subject to

\[
P\left( \sum_{i \in I_j} (\xi_i - x_i) \leq a_j, \quad j = 1, \ldots, 16 \right) \geq 0.95
\]

\[
l_i \leq x_i \leq u_i, \quad i = 1, \ldots, 8
\]

\[I_j = \text{Set of Subscripts of } \xi_i - x_i \text{ in } j\text{th Remaining Inequality}\]

\[a_j = \text{Sum of Capacities in the } j\text{th Remaining Inequality}\]
Seven 0.95 – Level Efficient Points Have Been Generated

The Optimal Solution is

\[ x^* = (8, 6, 14, 9, 16, 8, 6, 8)^T, \]

None of the Bounds is Binding.
References


19. Term project works by Ünüvar, Yazici (RUTCOR), Z. Csizmadia (ELTE, Budapest).
