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In the present paper we are concerned with two topics� the probability distributions
of the random variables consisting of a completely additive stochastic set function and
the discontinuities of the realizations by supposing the latters to be completely additive
number
valued set functions� Some theorems of Chapter III are analogous to those well

known in the theory of stochastic processes with independent increments� �cf� mainly
�	����

There are questions arising in a natural way in the �eld discussed in this paper which
we did not consider in detail such as the representation of a stochastic set function as a
sum of an atomless and an atomic part� etc� These problems are not very di�cult to solve
with well
known methods or with our results�

We refer to the de�nitions and notations of the previous papers �	
�� ���� which are
used here without any remark� Some new de�nitions and notations will also be introduced
at the place where they are needed�

I� PRELIMINARY REMARKS ON TOTALS

The notion of the �total�� which is a generalization of the Burkill integral� was intro

duced by M� Cotlar and Y� Frenkel ���� A special case of this was generalized by the
author ���� for functions with values in a Banach algebra� These notions and the theorems
proved in connection with them �nd an extensive application in the present paper�

In this Chapter we formulate some de�nitions and theorems relative to the totals in a
form convenient for our treatment� We do not strive in the de�nitions for the most general
versions and mention only the simplest theorems� To other theorems proved in the paper
���� we refer at the place of their application�

Let H be an abstract set and K a semi
ring of sets consisting of some subsets of H �
This means the following�

Definition �� � A class of sets K is called a semi
ring if for every pair of sets A � K�
B � K for which A � B there is a �nite system of sets Ck � K �k � 	� � � � � r� such that

B �A �
rX

k��

Ck�

�This notion of semi�rings is due to �A� Cs�asz�ar�

	



further with every E � K and F � K we have also EF � K�

The elements of K can obviously always be decomposed as sums of disjoint sets be

longing to K� If A � K and

A �
rX

k��

Ak �

where Ak � K �k � 	� � � � � r�� AiAk � � for i �� k� then the system of sets A�� � � � � Ar will
be called a subdivision of the set A� The subdivisions will be denoted by simple or signed
letters z as z � fA�� � � � � Arg�

If z� � fA��� � � � � A
�
r�g and z

�� � fA���� � � � � A
��
r��g are two subdivisions of the set A � K

and every set A��k is a part of a set A
�
j � K� then we write z

� � z��� Every �total� is in a
closed connection with a partial ordering relation � which orders �partially� the space of
the subdivisions� This relation is supposed to be ful�lling the requirement that z� � z��

implies z� � z��� In x 	 of Chapter II we consider the case when the relation � reduces to
the relation �� If H is a metric space� then a possible partial ordering relation� which we
denote by the sign ��� is the following� z��� z�� if maxk d�A

��
k� � maxk d�A

�
k��

�

Let f�A� �A � K� be a set function the values of which lie in a commutative Banach
algebra B� The additive total of this function over a set A � K is de�ned by

Definition �� If there is a g � B such that to every � � � a subdivision z� of the set
A can be found with the property �����

rX
k��

f�Ak�� g

����� � ��	�	�

for every z � fA�� � � � � Arg � z�� then the element g will be called the additive total of the
function f over the set A and will be denoted by

SAf�dA��

For real
valued set functions �i�e� when B is the Banach algebra of the real numbers�
we de�ne the lower and upper totals as follows�

Definition �� Consider the sums

rX
k��

f�Ak��

where z � fA�� � � � � Arg is a subdivision of the set A � K and take the suprema and in�ma

sup
z � z�z�

rX
k��

f�Ak�� inf
z � z�z�

rX
k��

f�Ak��

�d�A	 denotes the diameter of the set A� i�e� d�A	 � suph��A� h��A d�h�� h�	 where d�h�� h�	 is the
distance between the points h�� h��

�



The in�mum of the suprema and the supremum of the in�ma � while z� runs over the
subdivisions of the set A � will be called the upper and lower totals� resp�� of the function
f over the set A� For these values we introduce the notations

Saf�dA� and SAf�dA��

respectively�

The following theorems can be proved by well
known arguments�

Theorem ���� There is at most one g � B ful�lling the requirements in De�nition ��

Theorem ���� The additive total of a function f�B� �B � K� exists over the set A � K
if and only if for every � � � there is a subdivision z� � fA�� � � � � Arg of the set A such
that �����

rX
k��

f�Ak��
r�X
k��

f�A�k�

����� � ���	���

provided z� � fA��� � � � � A
�
r�g � z��

Theorem ���� If A � A� � A� where A� � K� A� � K� A � K� A�A� � � and the
function f�B� �B � K� is totalizable over the set A� then this holds also for the sets A��
A� and

SAf�dA� � SA�f�dA� �SA�f�dA���	���

Theorem ���� If f�B� �B � K� is real�valued and subadditive� i�e�

f�A� �A�� � f�A�� � f�A��

whenever A� � K� A� � K� A� � A� � K� then the total of f exists over every set A � K
where f has a �nite variation and

SAf�dA� � sup
fA����� �Arg

rX
k��

f�Ak���	���

where fA�� � � � � Arg runs over the subdivisions of the set A�

In the sequel we suppose that the Banach algebra B has a unity element which will be
denoted by e� We introduce the notion of the multiplicative total�

Definition �� If there is a g � B such that to every � � � a subdivision z� of the set
A � K can be found with the property�����

rY
k��

f�Ak�� g

����� � �

for every z � fA�� � � � � Arg � z�� then the element g will be called the multiplicative total
of the function f over the set A and will be denoted by

uAf�dA��

�



The following theorems are almost trivial�

Theorem ���� There is at most one g � B ful�lling the requirements in De�nition ��

Theorem ���� The multiplicative total of a function f�B� �f�B� � B� B � K� exists
over the set A if and only if for every � there is a subdivision z� � fA�� � � � � Arg of the set
A such that �����

rY
k��

f�Ak��
r�Y
k��

f�A�k�

����� � ��

provided z� � fA��� � � � � A
�
r�g � z��

In the present paper multiplicative totals are used only in the case when H is a compact
metric space� further K has the additional properties�

�� If h � H � then fhg � K�

�� If A � K� then for every � � � there exists a subdivision z � fA�� � � � � Arg of the
set A such that

max
k

d�Ak� � ��

	� Relation � reduces to �� �

If the �partial� ordering relation � reduces to the relation �� and K is the semi
ring
of the subintervals of an interval �a� b� �permitting open� closed and semi
closed intervals
equally�� �nally if B is the Banach algebra of the real numbers� then the additive total
introduced by De�nition � coincides with the Burkill integral�

II� THE PROBABILITY DISTRIBUTION OF A COMPLETELY

ADDITIVE STOCHASTIC SET FUNCTION

x �� Atomless set functions

One proves in the theory of stochastic processes with independent increments that if some
continuity conditions are ful�lled� e�g� if for every � � �

P�j
s��s � 
sj � ��� � if �s� �

uniformly in s� then the di�erences 
s� � 
s� are distributed according to an in�nitely
divisible probability distribution� This is the starting point of the considerations on other
questions concerning the distributions of the process 
s� As the space H is abstract� an
analogous continuity condition for stochastic set functions cannot be formulated� There
is� however� a property which is at the same time of probabilistic and set
theoretic nature
and which enables the proof of some theorems concerning the probability distributions of
a completely additive stochastic set function 
�A�� the atomlessness� Its de�nition is the
following�

�



Definition �� Let 
�B� be a completely additive set function de�ned on a �
ring S�
A set A � S will be called an atom relative to the set function 
 if for every C � AS we
have either 
�C� � � or 
�C� � 
�A��

Definition �� The completely additive set function 
�B� �B � S� will be called atom�
less if for every atom A we have 
�A� � ��

The set function 
�B� �B � K� is atomless if and only if for every A � S satisfying

P�
�A� �� �� � �

there exist sets A� � AS� A� � AS� A�A� � � such that

P�
�A�� �� �� � �� P�
�A�� �� �� � �����	�

This shows that the values of an atomless set function in a set A � S are not concen

trated with probability 	� i�e� they are well
distributed in �every part� of the set A� If for
every A � S the random variable 
�A� is constant� then our de�nitions ��� reduce to the
analogous de�nitions formulated for number
valued set functions��

The following two theorems have a fundamental role in our discussion�

Theorem ���� Let 
�A� be a completely additive set function de�ned on a ��ring S�
If there is a T � � such that the measure W �T�A� �A � S�� is atomless� then the same
holds for 
�A� �A � S��

Conversely� if 
�A� �A � S� is atomless� then for every T � � the measure W �T�A�
�A � S� has also this property�

Proof� If for some T � � and X � S we have W �T�X� � �� then 
�X� � � which
proves the �rst assertion�

Let us consider the second statement� If 
�B� �B � S� is atomless and A � S is an
arbitrary set� then there can be found sets A� � S� A� � S such that A�A� � � and ���	�
holds� In this case for every T we have

W �T�A�� � �� W �T�A�� � �� �

Theorem ���� If 
�B� �B � S� is an atomless completely additive set function� then
for every set A � S the distribution of the random variables 
�A� is in�nitely divisible�

Proof� Let T be a �xed positive number� Since the measure W �T�B� �B � S� is
atomless� to every � � � there is a subdivision of the set A into pairwise disjoint sets
B�� � � � � Br belonging to S such that

W �T�Bk� � � �k � 	� � � � � r��

Hence
�Cf� ��
�� p� ���
�See e�g� ��
�� p� ���

�



sup
jtj�T

j	� f�t� Bk�j � � �k � 	� � � � � r�������

It follows from the inequality

	

�T

Z T

�T
j	� f�t� Bk�j dt �

	

	�
P

�
j
�Bk�j �

	

T

�

�cf� �	
�� p� ���� that there exists a sequence of subdivisions
n
B

	n

� � � � � � B

	n

kn

o
of the set

A such that the random variables in the double sequence



�
B

	n

�

�
� � � � � 


�
B

	n

kn

�
�n � 	� �� � � ��

are in�nitesimal �cf� �
�� x ���� But for every n


�A� �
knX
k��



�
B

	n

k

�
�

hence the distribution of the random variable 
�A� is a limiting distribution of sums of
in�nitesimal independent random variables� According to Theorem � of �
�� x ��� this
proves our statement� �

Let us consider the L	evi�s canonical form of the characteristic function of 
�A��

log f�t� A� � i	�A�t�
���A�t�

�
�����

�

Z
	����


�
eitx � 	�

itx

	 � x�

�
dM�x�A� �

Z
	���


�
eitx � 	�

itx

	 � x�

�
dN�x�A��

A slightly modi�ed form of this is the following�

log f�t� A� � i	��� A�t�
���A�t�

�

�

Z
	�����


�eitx � 	� dM�x�A��

Z
	���


�eitx � 	� dN�x�A������

�

Z
�����


�eitx � 	� itx� dM�x�A� �

Z
	��� 


�eitx � 	� itx� dN�x�A��

where � is an arbitrary positive number�

The numbers 	�A�� ���A�� 	��� A� are uniquely determined by the probability dis

tribution of 
�A�� The same holds for the functions M�x�A�� N�x�A� if in the points
of discontinuity we make some convention� We shall suppose M�x�A� and N�x�A� to be
continuous to the left� From what has been said above and from the convergence theorems
of in�nitely divisible distributions it follows

Theorem ���� Let 
�A� �A � S� be an atomless completely additive set function and �
a �xed positive number� Then the number�valued set functions 	�A�� 	��� A� are completely
additive� and ���A�� M�x�A� �for �xed x � �	� �N�x�A� �for �xed x � �	 are �nite
measures on the ��ring S� Each of these number�valued set functions is atomless�

�



Proof� The preceding set functions are obviously additive� Let B�� B�� � � �be a non

increasing sequence of sets of S for which

Q�
k��Bk � �� Since

f�t� Bk�	 	 if k�
�

it follows that
	�Bk�� �� ���Bk�� ��

M�x�Bk�� � �x � ��� N�x�Bk�� � �x � ��

if k �
�

As for the sequence 	��� Bk�� we proceed in the following way� The functionsM�x�Bk��
N�x�Bk� �k � 	� �� � � �� are monotone� hence the set of their points of discontinuity is
countable� Thus there exists a �� � � so that �� � � � moreover the points ��� and �� are
points of continuity of the functions M�x�Bk� �k � 	� �� � � �� and N�x�Bk� �k � 	� �� � � ���
respectively� But we know that limk�� 	���� Bk� � � �cf� �
�� x 	
� Theorem ��� hence the
relation

	��� Bk� � 	���� Bk��

Z
���x��

x dN�x�Bk��

Z
���x����

x dM�x�Bk�

proves the statement� �

We prove �nally that the mentioned set functions are atomless� Let A � S and choose

a sequence of subdivisions zn �
n
B

	n

� � � � � � B

	n

kn

o
for which

W
�
T�B

	n

k

�
�
	

n
�k � 	� � � � � kn� n � 	� �� � � ��������

If one of the above set functions had an atom� then in view of ����� it would be a contra

diction� In fact� ����� implies that for any sequence k	n
 �	 � k	n
 � kn�



�
B

	n


k�n�

�
	 � if n�


and hence

	
�
B

	n


k�n�

�
� �� ��

�
B

	n


k�n�

�
� �� 	

�
�� B

	n


k�n�

�
� � �for � � ���

M
�
x�B

	n


k�n�

�
� � �for x � ��� N

�
x�B

	n


k�n�

�
� � �for x � ��

if n�
� Thus Theorem ��� is proved�

In the following theorem we establish some connections between the above set functions
and the distributions F �x�A� �A � S�� The totals in this x are taken relative to the
�partial� ordering relation ��

Theorem ���� If 
�B� �B � S� is an atomless completely additive set function� then
for every A � S we have the following relations


log f�t� A� � SA�f�t� dB�� 	������� ��
	
M�x�A� � SAF �x� dB�

N�x�A� � SA�F �x� dB�� 	�

�x � ���

�x � ��
�����

�



for every x where the functions on the left�hand side are continuous� If � � � is a number
such that M�x�A� is continuous at �� and N�x�A� at � � then

	��� A� � SA���� dB� where ���� B� �

Z
jxj��

x dF �x�B�������

�nally

���A� � lim
���
SA���� dB� � lim

���
SA���� dB����
�

where

���� B� �

Z
jxj��

x� dF �x�B��


Z
jxj��

x dF �x�B�

��

�

Proof� First we prove the relation ������ Let z � fB�� � � � � Brg be a subdivision of
the set A � S for which ����� holds

�
� � � � �

�



� Hence we get�����log f�t� A��

rX
k��

�f�t� Bk�� 	�

�����
���	��

�

rX
k��

j log f�t� Bk�� �f�t� Bk�� 	�j �
rX

k��

jf�t� Bk�� 	j
� � W �T�A���

If we substitute z� A z for z� then ���	�� remains true� hence ����� is proved� It can be seen
from ���	�� that the convergence to the total is uniform in every �nite t
interval�

Now� we consider the relations ������������ Let z� � z� � � � � be a sequence of subdivi

sions of the set A such that

log f�t� A� � lim
n��

knX
k��

�
f
�
t� B

	n

k

�
� 	
�
����		�

where zn �
n
B

	n

� � � � � � B

	n

kn

o
� Suppose that either ����� or ����� does not hold� Let this

be e�g� the �rst row of ������ the others can be treated similarly� By condition there exists

an x � �� an �� � � and for every n a subdivision z�n �
n
C

	n

� � � � � � C

	n

Sn

o
A zn such that

M�x�A� is continuous at the point x and�����M�x�A��
SnX
k��

F
�
x� C

	n

k

������ � ������	��

On account of ���		� we get

log f�t� A� � lim
n��

SnX
k��

�
f
�
t� C

	n

k

�
� 	
�
�

�



or otherwise expressed

exp
SnX
k��

�
f
�
t� C

	n

k

�
� 	
�
	 f�t� A� if n�
����	��

On the left
hand side of ���	�� there stands a sequence of in�nitely divisible characteris

tic functions� To the members of this sequence in L	evi�s formula correspond the following
functions�

Mn�x� �
SnX
k��

F
�
x� C

	n

k

�
����	��

Relation ���	�� implies that at every point of continuity of M�x�A�

lim
n��

Mn�x� �M�x�A�

which contradicts ���	���

Concerning the proof of relation ����� we remark that in this case we have to use L	evy�s
formula in the form ������

Finally we prove ���
�� Let us construct a sequence of subdivisions zn �
n
B

	n

� � � � � �

B
	n

kn

o
for the members of which ����� holds and

lim
n��

knX
k��

�
�
�� B

	n

k

�
� SA���� dB�����	��

By Theorem 	 of �
�� x �� we have

lim
���
SA���� dB� � ���A��

A similar argument shows the statement relative to the lower total� Thus our theorem is
proved� �

x �� The probability distribution of a completely additive set

function in case of a metric space

In this x we suppose thatH is a compact metric space and K is a semi
ring of some subsets
of H satisfying Conditions ��� ��� 	� on� p� �� We do not suppose that the stochastic set
function 
�A� is de�ned on a �
ring but only that it is de�ned on every element of K� We
assume that 
�A� is completely additive on K� i�e� besides the independence property�


�A� �
�X
k��


�Ak�

�To disjoint sets there belong independent random variables�






whenever Ak � K �k � 	� �� � � ��� AiAk � � for i �� k and A �
P�

k��Ak � K�

Before turning to the considerations on distributions we prove an auxiliary theorem�

Theorem ���� If 
�A� �A � K� is a completely additive set function de�ned on the
semi�ring K� then there exists a completely additive set function 
�A� de�ned on R �
R�K�� for which


�A� � 
�A� if A � K�

If 
�A� �A � K� satis�es an extension condition formulated in �	
�� Chapter III �substi�
tuting K for R	� then 
�A� �A � R�K�� does also� i�e� the set function 
 can be extended
to S�R��

Proof� The ring R�K� consists of �nite sums of sets belonging to K� If A�� � � � � Ar

are disjoint sets of K and A �
Pr

k��Ak � then put


�A� �
rX

k��


�Ak��

It is easy to see that the de�nition of the set function 
 is unique and it is completely
additive on R�

We prove the second assertion by the aid of Theorem ��� of �	
�� If the condition of
this theorem holds for 
�A� �A � K�� then it is obviously holds also for 
�A� �A � R�� On
the other hand� if some extension condition holds for 
�A� �A � K�� then � as it is very
easy to see in every special case � the condition of Theorem ��� is satis�ed too� Thus 

can be extended to S�R� which implies the ful�lment of all extension conditions for 
� �

The fact that for 
�A� �A � K� one of the extension conditions of �	
�� Chapter III holds�
will be mentioned simply as follows� 
�A� �A � K� can be extended to S�R� � S�R�K���
In the following theorems the totals are taken with respect to the �partial� ordering relation
���

Theorem ���� Let 
�A� �A � K� be a completely additive set function and suppose
that it can be extended to S�R�� In this case for every A � K the following totals exist


log g�t� A� � SA�f�t� dB�� 	����	��

where t is an arbitrary but �xed real number�

M�x�A� � SAF �x� dB� �x � ������	��

N�x�A� � SA�F �x� dB�� 	� �x � �����	��

except at most a countable x�set and

	��� A� � SA���� dB� where ���� B� �

Z
jxj��

x dF �x�B�����	
�

�
R�K	 denotes the smallest ring containing the semi�ring K�

	�



In ���	
� � is a positive number with the property that M�x�A� and N�x�A� are continuous
at �� and � � respectively�

The sequence approximating the total ���	�� converges to its limit uniformly in every
�nite t�interval�

Proof� Let BT denote the Banach algebra of the continuous complex
valued functions
de�ned in the interval ��T� T �� Considering the functions f�t� B� �B � K� only for jtj � T �
we get elements of BT � By condition 
�A� �A � K� can be extended to S�R�� To the
extended set function there corresponds a measure W �T�A� �A � S�R��� If


�T� C� � sup
jtj�T

j	� f�t� C�j�

then obviously

Var��B� � W �T�B��������

hence the set function f�t� C��	 �jtj � T� C � K�� the values of which are taken from BT �
is of bounded variation and v
continuous�� Hence by Theorem 	 of ���� the total ���	��
exists for every t satisfying �T � t � T and the convergence is uniform in the interval
��T� T �� Since T was an arbitrary positive number� the statement concerning the totals
���	�� follows�

Let zn �
n
B

	n

� � � � � � B

	n

kn

o
be a sequence of subdivisions of the set A such that zn��zn��

and maxk d
�
B

	n

k

�
� � if n�
� If

gn�t� A� �
knY
k��

exp
�
f
�
t� B

	n

k

�
� 	
�
�����	�

then� by the precedings�

gn�t� A�	 g�t� A� � expSA�f�t� dB�� 	��������

The characteristic functions gn�t� A� are in�nitely divisible� In L	evi�s canonical form �of
the type ������ in the place of M�x�� N�x� and 	��� there stand the following functions�

knX
k��

F
�
x�B

	n

k

�
�

knX
k��

�
F
�
x�B

	n

k

�
� 	
�

������

and the constant

knX
k��

Z
jxj��

x dF
�
x�B

	n

k

�
�������

respectively� The well
known convergence theorems relative to in�nitely divisible distri

butions �cf� �
� � x 	
� imply our statements� �

	Cf� ����� p� �
�� De�nition ��

		



Remark �� In the same way as we have proved the relevant assertion of Theorem ����
we can prove also here that

���A� � lim
���
SA���� dB� � lim

���
SA���� dB��������

where

���� B� �

Z
jxj��

x� dF �x�B��


Z
jxj��

x dF �x�B�

��

�

Remark �� If we consider the functions g�t� B�� f�t� B� �B � K� only in the interval
��T� T �� then by Theorem 	 of ����

Varg�B� � Varf���B� �B � K�������

whence

sup
jtj�T

j log g�t� B�j � W �T�B� �B � K��������

where W �T�B� is the same measure as in the proof of Theorem ���� Hence by simple
arguments follows that for every � � �� 	��� A� is a bounded� completely additive number

valued set function and ���A�� M�x�A� �x � ��� �N�x�A� �x � �� are bounded measures
on K�

Theorem ��
� Let us consider the in�nitely divisible characteristic function

g�t� A� � exp

�
i	��� A�t�

���A�t�

�

�

Z
	�����


�eitx � 	� dM�x�A� �

Z
	���


�eitx � 	� dN�x�A�������

�

Z
�����


�eitx � 	� itx� dM�x�A��

Z
	��� 


�eitx � 	� itx� dN�x�A�

�
�

where M�x�A�� N�x�A�� 	��� A� ���A� are de�ned by formulae ���	������	
� and �������
Then for every B � K and every t we have

f�t� B� �uB�	 � log g�t� dA������
�

and the convergence to the total is uniform in every �nite t�interval�

Proof� This theorem follows immediately from formula ������ and from Theorem �
of �����

Formula ����
� gives the general form of the probability distributions of the random
variables 
�A� �A � K��

According to Theorems ��� of ����� the correspondence between the set of distributions
fF �x�A�� A � Kg and the set of real
valued set functions fM�x�A� �x � ��� N�x�A�
�x � ��� 	��� A� �� � ��� ���A�� A � Kg is one
to
one� �

	�



x �� The probability distributions in case of a metric space

and a weak continuity

In the beginning of this Chapter we have mentioned that in general a weak continuity
cannot be formulated for abstract stochastic set functions� It is� however� possible if H is
a metric space�

We suppose in this x �such as in x �� thatH is a compact metric space and K a semi
ring
of some subsets of H satisfying Conditions ��� �� and 	� on p� ���� We make here a little
digression by omitting the condition of complete additivity and supposing only additivity
for the set function 
�A� �A � K�� A remarkable special case of this type of stochastic
set functions is that generated by the di�erences of a stochastic process with independent
increments 
s� In this case H is an interval �a� b�� K is the semi
ring of all subintervals of
�a� b� �permitting closed� open� semi
closed intervals equally� and 
�A� equals 
s� � 
s� if
a � s� � s� � b and A equals one of the intervals �s�� s��� �s�� s��� �s�� s��� �s�� s��� Our
notion of weak continuity �given by De�nition �� reduces in this case to the classical one�

Definition 
� An additive set function 
�A� de�ned on the semi
ring K is said to be
weakly continuous if for every sequence of sets A�� A�� � � � satisfying limn�� d�An� � �
we have


�An�	 � if n�
�������

In the following theorems the totals are taken with respect to the �partial� ordering
relation ���

Theorem ���� Let 
�A� be an additive and weakly continuous set function de�ned
on the semi�ring K� In this case every random variable 
�A� �A � K� depends on an
in�nitely divisible distribution and in L
evy�s canonical form the functions and constants
are the followings


M�x�A� � SAF �x� dB� �x � �������	�

N�X�A� � SA�F �x� dB�� 	� �x � ���������

	��� A� � SA���� dB� where ���� B� �

Z
jxj��

x dF �x�B��������

�nally

���A� � lim
���
SA���� dB� � lim

���
SA���� dB��������

where

���� B� �

Z
jxj��

x� dF �x�B��


Z
jxj��

x dF �x�B�

��

�

Relations ����	� and ������ hold at the points of continuity of the functions M�x�A� and
N�x�A�� respectively� � denotes a positive number which has the property that M�x�A�
and N�x�A� are continuous at �� and � � respectively�

	�



Proof� Let zn �
n
B

	n

� � � � � � B

	n

kn

o
be a sequence of subdivisions of the set A such

that zn �� zn�� and limn��maxk d
�
B

	n

k

�
� �� The weak continuity of 
�B� �B � K�

implies that in the double sequence



�
B

	n

�

�
� � � � � 


�
B

	n

kn

�
������

there stand in�nitesimal random variables �cf� �
�� x ���� Since for every n


�A� �
knX
k��



�
B

	n

k

�
�

it follows that �cf� �
�� x ��� Theorem �� the probability distribution of 
�A� is in�nitely
divisible� The other part of the theorem follows from Theorem � of �
�� x ��� �

Contrary to Theorem ��� of the preceding x� in this case the total

��� SA�f�t� dB�� 	�

does not exist in general� But it can be proved that

log f�t� A� � SA�f��t� dB�� 	��

where

f��t� B� � f�t� B�e�i		��B
t� ���� B� �

Z
jxj��

x dF �x�B�

�cf� the proof of Theorem 	 of �
�� x ����

If 
�A� is a set function generated by the di�erences of a stochastic process with inde

pendent increments 
s� then the totals in Theorem ��� reduce to Burkill integrals� For such
set functions 
�A� simple examples can be given where the total ��� does not exist� We
have only to put 
s � ��s� where ��s� is a conveniently chosen continuous real function
of unbounded variation�

The k
th moment and the k
th semi
invariant of a random variable 
�A� will in the
sequel be denoted by Mk�A� and xk�A�� respectively�

Mk�A� �

Z �

��
xk dF �x�A�� xk�A� �

	

ik
dk

dtk
log f�t� A�

����
t��

�

provided that the integral on the right
hand side of the �rst relation exists� We prove a
theorem concerning their connection� �

Theorem ���� Let 
�A� be an additive set function de�ned on the semi�ring K� Sup�
pose that for every A � K the moment Mk�A� exists and the following two conditions
hold


	� The set functions Mi�A� �i � 	� � � � � k � 	� A � K� are of bounded variation�

	�



�� If B�� B�� � � � is a sequence of sets of K such that limn�� d�Bn� � �� then

lim
n��

Mi�Bn� � � �i � 	� � � � � k � 	��

In this case for every A � K we have

xk�A� � SAMk�dB��������

Proof� It can easily be veri�ed that xk�B� equals the sum of Mk�B� and a �nite
number of products of the form Mi�B� Mj�B� �	 � i � k � 	� 	 � j � k � 	�� Hence the
theorem follows by a simple argument�

We remark that the results of this chapter contain implicitly the solution of the func

tional equations

F �x�A� �A�� � F �x�A�� � F �x�A��

and

F



x�

�X
k��

Ak

�
�

�
�

k��

F �x�Ak��

accordingly as 
�A� is only additive or also completely additive� The sets A�� A�� � � � � A��
A� and

P�
k��Ak belong to K or S according to the problem� The properties of the set

function 
�A� used in this chapter can be formulated in terms of the distribution functions�
Thus we need not at all random variables� it is quite su�cient to consider the distributions
and the solutions of the above functional equations follow from the modi�ed form of our
theorems�

III� CONSIDERATIONS ON THE REALIZATIONS

x �� Preliminaries

In this chapter we assume that the space H and the �
ring S consisting of some subsets
of H satisfy the following condition�

��� Every set A � S has a sequence of subdivisions zn �
n
B

	n

� � � � � � B

	n

kn

o
with the

property that zn � zn�� and if h� � H � h� � H � h� �� h�� then for some positive integers
i� k� N we have

h� � B
	N

i � h� � B

	n

k � i �� k����	�

This condition holds e�g� for countable
dimensional Euclidean spaces�

We start from a completely additive set function 
�A� � 
���A� �� �  � which is
supposed to be de�ned on the �
ring S� If � is �xed� we get a number
valued set function�
This will be called a realization of the set function 
� The complete additivity of 
 does
not imply in general that of the realizations as it was shown in �	
� �Chapter III� x 	�� But

	�



in this chapter we need the complete additivity of the realizations� Therefore we introduce
the condition�

��� There exists a set  � �  with P� �� � 	 such that for every �xed � �  � the
number
valued set function 
���A� �A � S� is completely additive�

Besides ��� and ��� we suppose the condition�

	�� The stochastic set function 
�A� �A � S� is atomless�

Condition ��� implies that if h � H � then fhg � S� In fact� every set fhg can be
obtained as a limit of a non
decreasing sequence of sets of S� Thus every realization can
be decomposed as a sum of a continuous and a purely discontinuous part� We shall show
in x � that under general conditions the continuous part must be identically a constant
number
valued set function with probability 	� This is perhaps the most interesting result
of this chapter�

x �� Qualitative discussion of the discontinuities

If � is a completely additive set function de�ned on the �
ring S and for an h � H we
have ��fhg� �� �� then we call h a discontinuity point relative to �� The number ��fhg�
will be called the magnitude of the discontinuity�

Let I be a one
dimensional interval with a positive distance from the point � and de�ne
the functions ���I� A�� ���I� A� of the sample elements as follows� ���I� A� is the number
and ���I� A� the sum of those discontinuities in the set A the magnitudes of which lie in
the interval I � First of all we prove a theorem relative to this functions�

Theorem ���� If I�� � � � � Ir are disjoint intervals with positive distances from �� then
���I�� A�� � � � � ���Ir� A� and similarly ���I�� A�� � � � � ���Ir� A� are independent random vari�
ables�

In the general case when I�� � � � � Ir are arbitrary disjoint intervals� the assertion re�
mains true for ���I�� A�� � � � � ���Ir� A� and holds also for ���I�� A�� � � � � ���Ir� A� if the
realizations belonging to  � have a �nite number of discontinuities�

Proof� Here and in the sequel we shall frequently use the following remark�

There exists a sequence of subdivisions zn �
n
B

	n

� � � � � � B

	n

kn

o
of the set A such that

zn � zn��� Condition ��� holds and �nally the random variables



�
B

	n

�

�
� � � � � 


�
B

	n

kn

�
�n � 	� �� � � �������

are in�nitesimal� In fact� the proof of Theorem ��� shows that the last property can be
ful�lled with a sequence z�n� Then� if z

��
n satis�es ���� the superposition of z�n and z

��
n satis�es

both requirements�

First we consider the case when the intervals Ik have positive distances from �� Let us

	�



de�ne the functions

�����

�����

f
	�

k �x� �

�
	 if x � Ik �
� if x �� Ik �

f
	�

k �x� �

�
x if x � Ik
� if x �� Ik

����
��� �k � 	� � � � � r��

and consider the sums

�
	n

�s �

knX
k��

f 	�
s

�


�
B

	n

k

��
� �

	n

�s �

knX
k��

f 	�
s

�


�
B

	n

k

��
� �s � 	� � � � � r�������

Condition ��� implies

lim
n��

�
	n

�s � ���Is� A�� lim

n��
�
	n

�s � ���Is� A�������

hence ���Is� A�� ���Is� A� �s � 	� � � � � r� are random variables�

The assertion relative to the independence will be proved by the aid of Theorem 	b
of ��	�� Let us consider the double sequence ����� of independent random variables and

apply the functions f
	�

� �x�� � � � � f

	�

r �x� �and f

	�

� �x�� � � � � f

	�

r �x�� resp�� to its members�

Clearly

f
	�

i �x�f

	�

k �x� � �

�
f
	�

i �x�f

	�

k �x� � �

�
if i �� k�

Now we shall verify the ful�lment of the conditions of Theorem 	b of ��	�� Relation �����
implies d�� Condition b� follows immediately by choosing � so that � � 
� where 
 is the
minimal distance of the intervals Is �s � 	� � � � � r� from the point �� As for Condition c��
there exists a K � � such that

f 	�
s �x� � Kjxj �s � 	� � � � � r��

moreover clearly

f 	�
s �x� � jxj �s � 	� � � � � r��

hence for every s �	 � s � r� and � � � we have

sup
��k�kn

P

�
f 	�
s

�


�
B

	n

k

��
� �
�
� sup

��k�kn

P

����
 �B	n

k

���� � �

K

�
� ��

sup
��k�kn

P

�
f 	�
s

�


�
B

	n

k

��
� �
�
� sup

��k�kn

P

����
 �B	n

k

���� � �
�
� �

if n�
�

The remaining part of the theorem can be proved by the aid of the precedings by
substituting for those intervals Is which have the point � inside or as a limit point� intervals
having a distance � from � and then taking the limit �� �� This completes the proof� �

Let I be an interval with a positive distance from �� From the proof of Theorem ��	 it
is clear that if A�� � � � � Am are disjoint sets of S� then the random variables ���I� A��� � � � �

	�



���I� Am� �and ���I� A��� � � � � ���I� Am�� resp�� are independent �cf� the relations �����
and ������� If A�� A�� � � � is a sequence of disjoint sets of S� then in view of ���

���I� A� �
�X
k��

���I� Ak�������

���I� A� �
�X
k��

���I� Ak�������

where A �
P�

k��Ak � The relations ����� and ����� hold not only with probability 	 but
they are satis�ed in the ordinary sense if � �  ��

Thus for �xed I � ���I� A� and ���I� A� are completely additive �stochastic� set functions
having completely additive realizations with probability ��

The same holds for ���I� A� without any restriction on the interval I and also for
���I� A� if almost all realizations have a �nite number of discontinuities� We formulate
the foregoing statements in the form of a theorem�

Theorem ���� For every �xed interval I� ���I� A� �A � S� is a completely additive
set function�

���I� A� �A � S� is also a completely additive set function if I has a positive distance
from � or almost all realizations of the set function 
�A� �A � S� have a �nite number of
discontinuities�

If � �  � is �xed� then the corresponding sample function of ���I� A� �and under the
above condition that of ���I� A�	 is completely additive�

x �� The probability distributions of the random variables

��A�� ���I� A�� ���I� A�

Now we �x the set A� the interval I and determine the probability distributions of the
random variables 
�A�� �i�I� A� �i � 	� ��� Concerning them we prove three theorems and
�nally formulate an interesting conclusion �Theorem ����� Let us consider �rst 
�A��

Theorem ���� If A � S� then the canonical form of log f�t� A� is given by

log f�t� A� � i	�A�t�

Z
	����


�eitx � 	� dM�x�A��

Z
	���


�eitx � 	� dN�x�A�����
�

where 	�A�� M�x�A�� N�x�A� have the properties formulated in Theorem ���� but besides
these also Z

��i��

jxj dM�x�A� �

Z
	���


x dN�x�A��
����	��

	�



Proof� Let zn �
n
B

	n

� � � � � � B

	n

kn

o
be a sequence of subdivisions of the set A such

that ��� is ful�lled and the random variables in the double sequence ����� are in�nitesimal�

On account of the complete additivity of the realizations the non
decreasing sequence
of the random variables


n �
knX
k��

���
 �B	n

k

����
has a �nite limit� But for every A we have


�A� �
knX
k��



�
B

	n

k

�
�

hence by Theorem 	 of ����� ���
� and ���	�� hold�

The other statements were proved in Theorem ���� �

Now we consider the random variable ���I� A� and prove that it depends on a Poisson
distribution� This is expressed more precisely by

Theorem ���� For every A � S and every interval I with a positive distance from the
point � the random variable ���I� A� depends on a Poisson distribution with the expectation

M����I� A�� �

������������
����������	

M�b� A��M�a� A� if I � �a� b��
M�b� �� A��M�a� A� if I � �a� b��
M�b� A��M�a� �� A� if I � �a� b��
M�b� �� A��M�a� �� A� if I � �a� b�

����
��� �b � ���

N�b� A��N�a� A� if I � �a� b��
N�b� �� A��N�a� A� if I � �a� b��
N�b� A��N�a� �� A� if I � �a� b�
N�b� �� A��N�a� �� A� if I � �a� b�

����
��� �� � a��

���		�

Relation ���		� holds also when a � �
 or b �
� �In this case only the third� forth�
�fth and seventh rows have a meaning and M��
� A� � N��
� A� � ��	

Proof� We prove ���		� for I � �a� b�� a � �� supposing that a and b are points of
continuity of N�x�A�� The case b � � can be treated similarly and the other assertions
follow from these by limit processes�

Let zn �
n
B

	n

� � � � � � B

	n

kn

o
be a sequence of subdivisions of the set A with the property

that ��� is ful�lled� the random variables



�
B

	n

�

�
� � � � � 


�
B

	n

kn

�
�n � 	� �� � � ��

are in�nitesimal and �nally�

lim
n��

knX
k��

�
F
�
b� B

	n

k

�
� F

�
a� B

	n

kn

��
� N�b� A��N�a� A��


Cf� the proof of Theorem ���

	




This last property can be prescribed by Theorem ����

Let us de�ne the random variables


�
�
B

	n

k

�
�

��
	
	 if 


�
B

	n

k

�
� I�

� if 

�
B

	n

k

�
�� I�

���	��

Since

�
�
B

	n

k

�
� K

���
 �B	n

k

���� �k � 	� � � � � kn� n � 	� �� � � ���

where K is a constant� the random variables in the double sequence


�
�
B

	n

�

�
� � � � � 
�

�
B

	n

kn

�
�n � 	� �� � � ��

are in�nitesimal� Obviously

M

�

�
�
B

	n

k

��
� F

�
b� B

	n

k

�
� F

�
a� B

	n

k

�
�

hence the characteristic function of 
�
�
B

	n

k

�
equals

	 �
�
F
�
b� B

	n

k

�
� F

�
a� B

	n

k

��
�eit � 	��

On the other hand

lim
n��

knX
k��

�
F
�
b� B

	n

k

�
� F

�
a� B

	n

k

���
� �����	��

hence for every t

lim
n��

knY
k��

n
	 �

�
F
�
b� B

	n

k

�
� F

�
a� B

	n

k

��
�eit � 	�

o

� exp

�
lim
n��

knX
k��

�
F
�
b� B

	n

k

�
� F

�
a� B

	n

k

��
�eit � 	�

�
���	��

� expf�N�b� A��N�a� A���eit� 	�g�

Taking into account that

lim
n��

knX
k��


�
�
B

	n

k

�
� ���I� A��

our theorem follows�

Now we determine the characteristic function of the random variable ���I� A��

Theorem ���� For every set A � S and every interval I we have

M�ei
�	I�A
t� � exp

�Z
X �I

�eitx � 	� dM�x�A� �

Z
X �I

�eitx � 	� dN�x�A�

�
����	��

where X � denotes the real line without the point ��

��



Proof� For simplicity we suppose that I lies on the positive half
axis� The general case
does not require any new arguments� We suppose even that I � �a� b�� and the function
N�x�A� is continuous at the points a� b� Clearly

���I� A� � lim
n��

n��X
k��

�
a�

b� a

n
k

�
��

��
a�

b� a

n
k� a�

b� a

n
�k � 	�

�
� A

�
����	��

hence for every t

M�ei
�	I�A
t� � lim
n��

exp

�
n��X
k��

ei�a�
b�a
n

k�t
�
N

�
a�

b� a

n
�k � 	�

�
�N

�
a�

b� a

n
k

���

� exp

�Z
�a�b


�eitx � 	� dN�x�A�

�
�

For an arbitrary interval I the proof can be carried out by a limit procedure and the
theorem follows�

If we denote the sum of discontinuities in the set A � S by ��A�� then according to
Theorem ���

M�ei�	A
t� � exp

�Z
	����


�eitx � 	� dM�x�A� �

Z
	���


�eitx � 	� dN�x�A�

�
����	��

Let ��A� denote the di�erence 
�A�� ��A� and prove the independence of the random
variables ��A� and ��A��

De�ne the functions

f��x� �

�
x if jxj � ��

� otherwise�

g��x� �

�
� if jxj � ��

x if jxj � �

������
�����

�� � ���

and choose a sequence of subdivisions zn �
n
B

	n

� � � � � � B

	n

kn

o
of the set A so that it has

the property ��� and the random variables

���� 

�
B

	n

�

�
� � � � � 


�
B

	n

kn

�
�n � 	� �� � � ��

are in�nitesimal� Denoting by I� the set of real numbers ��
� �� � ���
�� we get

lim
n��

knX
k��

f�

�


�
B

	n

k

��
� ���I�� A��

lim
n��

knX
k��

g�

�


�
B

	n

k

��
� 
�A�� ���I�� A��

�	



Now we apply Theorem 	b of ��	� to the double sequence ���� and the functions f��x��
g��x�� We have only to verify Condition c� of this theorem �cf� ��	�� p� ����� If � � �� thenZ

jxj��

xdxP
�
g�

�


�
B

	n

k

��
� x

�
� � �k � 	� � � � � kn� n � 	� �� � � ���

On the other hand� by Theorem ��� of �	
�� there is a constant K� such that

knX
k��

�����
Z
jxj��

xdxP
�
f�

�


�
B

	n

k

��
� x

������ �
knX
k��

�����
Z
jxj��

x dF
�
x�B

	n

k

������ � K� �

Hence and from the relation

lim
n��

sup
��k�kn

�����
Z
jxj��

x dF
�
x�B

	n

k

������ � �
the ful�lment of Condition c� follows�

Thus ���I�� A� and 
�A� � ���I�� A� are independent for every � � �� By taking the
limit �� � we conclude that ��A� and ��A� are also independent�

In view of the equality

�A� � ��A� � ��A�

and of Theorem ��� �the sum of the integrals on the right
hand side of ���
� is the char

acteristic function of ��A�� we must have

P���A� � 	�A�� � 	�

Hence we get the following

Theorem ���� The completely additive set function 
 equals the sum of a completely
additive set function � having �completely additive and	 purely discontinuous realizations
with probability 	 and a completely additive set function � the random variables of which
are constant with probability 	 �cf� ���	����

If the ��ring S has a countable basis�� then there exists a set  � �  � with P� �� �
	 and a number�valued completely additive set function 	�A� �A � S� such that every
realization of 
�A�� 	�A� �A � S� belonging to  � is purely discontinuous�

Proof� We have only to prove the second assertion� If A�� A�� � � � is a basis of S and
 	k
 is the set of those ��s for which

����Ak� � 	�Ak�����	��

then we de�ne  � as
 � �  � 

	�
 	�
 	�
 � � � �

�I�e� there exists a sequence A��A�� � � � of sets of S such that the smallest ��ring containing these sets
is S�

��



Let � �  �� In view of

����Ak� � 	�Ak� �k � 	� �� � � ��

we must have also
����A� � 	�A�

for an arbitrary set A � S� Since P� �� � 	� the proof is complete� �

x �� General characterization of the set function ��A�

Let X� denote the set ��
� �� � ���
� and consider the product spaces X 
H � X� 
H �
We denote by R and R� the rings consisting of �nite sums of the type

Y 
A and Y� 
A�

respectively� where Y � X and Y� � X� are intervals and A � S� Consider the stochastic
set functions �� and �� de�ned on the �
rings S�R� and S�R��� respectively� as follows�
If for an � �  � � � denotes the same set as in x ��� the points of discontinuity of the
realization are h�� h�� � � � � and their magnitudes are in the same order x�� x�� � � � � then let

���B� �
X

	xk�hk
�B

xk �B � S�R������	
�

���B� �
X

	xk�hk
�B

	 �B � S�R����������

On the set  �  � we may de�ne the functions of the sample elements ���	
��������
arbitrarily� We shall prove

Theorem ��
� For every B � S�R� and B � S�R�� the functions ���B� and ���B�
are random variables� respectively� To disjoint sets B�� B�� � � � of S�R� and S�R�� there
belong independent random variables ���B��� ���B��� � � � and ���B��� ���B��� � � � � respec�
tively� and if B �

P�
k��Bk� then

���B� �
�X
k��

���Bk� and ���B� �
�X
k��

���Bk������	�

respectively�

Proof� The ful�lment of the relations ����	� is obvious� Let M denote the class
of those sets B of S�R� and S�R�� for which ���B� and ���B� are random variables�
respectively� If B�� B�� � � � is a monotone sequence of sets ofM and B � limn��Bn� then
����	� implies

lim
n��

���Bn� � ���B� and lim
n��

���Bn� � ���B��

��



respectively� for � �  �� Hence B �M and M is a monotone class of sets� But obviously�
R � M and R� � M� hence by Theorem B of �		�� p� �� we have S�R� � M and
S�R�� �M� respectively�

It remains to prove the assertion relative to the independence� We show that it holds
for disjoint sets belonging to R and R�� respectively� Let us consider the system of sets
B�� � � � � Br de�ned by

Bk � Ik 
Ak�������

where Ak � S �k � 	� � � � � r� and I�� � � � � Ir are intervals in the spaces X and X�� respec

tively�

The sets Ak and the intervals Ik �k � 	� � � � � r� can be represented as sums of disjoint
sets C�� � � � � CM �Ck � S� k � 	� � � � �M� and intervals J�� � � � � JN � respectively� Consider
the NM sets

J� 
 C�� � � � � J� 
 CM �
� � � � � � � � � � � � � � � � � � � � � � �

JN 
 C�� � � � � JN 
 CM �

������

The sets B�� � � � � Br can be represented as sums of disjoint groups of the sets ������� hence
it su�ces to prove the independence of the random variables

���J� 
 C��� � � � � ���J� 
 CM��
� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
���JN 
 C��� � � � � ���JN 
 CM�

and
���J� 
 C��� � � � � ���J� 
 CM��
� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
���JN 
 C��� � � � � ���JN 
 CM��

������

respectively� But according to Theorem ��	 in every column of ������ the random variables
are independent� On the other hand� the vectors

��
	i

� � ����J�� Ci�� � � � � ���JN � Ci���

������

��
	i

� � ����J�� Ci�� � � � � ���JN � Ci���

are constructed by the aid of the random variables f
�C�� C � CiSg and the sets
C�� � � � � CM are disjoint� hence the vectors ������ �if i runs over 	� � � � �M� must be inde

pendent�

Thus ���B� and ���B� are completely additive stochastic set functions on the rings
R and R�� respectively� The extension of both set functions is obviously possible� The
extended set functions must coincide with ���B� �B � S�R�� and ���B� �B � S�R����
respectively� hence taking into account that the extension process leads to a completely
additive set function� the theorem follows�

Finally� we give an integral representation of the random variables 
�A� �A � S�� If
A � S is a �xed set and we introduce the notation

���Y � � ���Y 
A��

��



where Y � X� �� � �� is a Borel set� then ���Y � is a completely additive set function
de�ned on the �
ring of the Borel sets of the space X�� Thus 
�A� � 	�A� equals the
improper integral


�A�� 	�A� � lim
���

Z
X�

y���dY ��������

For every �xed Y the random variable ���Y � depends on a Poisson distribution� Thus
we can formulate�

Every completely additive set function 
�A� �A � S� satisfying the requirements ����
��� and 	�� of x �� can be represented as the limit ������ of stochastic integrals �cf� �����
taken relative to completely additive set functions of Poisson type�
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